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WHO – World Health Organization
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INTRODUCTION

Relevance of the research

Cardiovascular diseases (CVDs) is the number one cause of death in the world and was responsible for 17.5 million deaths in 2012 (31% of all deaths) (WHO, 2014a). Deaths of CVDs mainly consist of coronary heart disease (7.4 million) and stroke (6.7 million). In Europe CVDs are responsible for over 4 million deaths every year (47% of all deaths), including 1.9 million in the European Union (Nichols et al., 2012). Population growth and improved longevity lead to an increased number of older people in almost all parts of the world. For this reason, the number of deaths from CVDs is increasing as well, from 17.5 million in 2012 to the estimated 22.2 million in 2030 (WHO, 2014b).

Hypertension is a raised blood pressure (BP), which is a major risk factor of cardiovascular diseases and end organ damage: chronic kidney disease, stroke, myocardial infarction, heart failure, and other (NHFA, 2016). Each year, about 9.4 million people in the world die from the complications of hypertension (about 58% of all cardiovascular deaths) (WHO, 2013). Currently hypertension is diagnosed using non-invasive cuffless blood pressure devices. The absolute value of blood pressure and its changes over time are assessed. Blood pressure varies not only in long-term but also in short-term. The interaction between several cardiovascular regulatory systems (baroreceptor reflex, renin-angiotensin system, vascular myogenic response, and the release of nitric oxide from the endothelium) causes the beat-to-beat changes in blood pressure (Höcht, 2013). The changes of heart rate (HR) and blood pressure variability (HRV and BPV, respectively) are related to an increased risk of cardiovascular events (Greiser et al., 2005; Hillebrand et al., 2013; Thayera et al., 2010; Parati et al., 2012; Parati et al., 2013b). BPV influencers can be identified using spectral analysis and may provide important information about individual blood pressure control mechanisms (Stauss, 2007). Variability of blood pressure in ultra-short or very short (beat-to-beat) and short (within a 24 h period) term mainly reflect: the influences of reflex and central autonomic modulation (Mancia et al., 1986; Conway et al., 1984; Parati et al., 1995), the elastic properties of arteries (increased or reduced arterial compliance) (Parati et al., 2006; Kotsis et al., 2011; Fukui et al., 2013), and the diverse nature and duration effects of humoral (angiotensin II, bradykinin, endothelin-1, insulin, nitric oxide), rheological (blood viscosity), and emotional factors (psychological stress) (Parati et al., 2013a). The detection of beat-to-beat BP fluctuations (BPV) can help to select antihypertensive drugs for hypertensive patients because elevated BPV in low frequency spectral component can show an increased vascular tone sympathetic modulation and response to sympatholytic drugs (Stauss, 2007).

However, the assessment of short-term BPV is quite complicated because continuous (beat-to-beat) blood pressure recording is needed (Mancia, 2012). Continuous blood pressure may be recorded invasively (commonly used in intensive care unit) and non-invasively. Nevertheless, current non-invasive BP recording devices are very expensive and are used only in laboratories or under ambulatory
conditions. For these reasons, it becomes necessary: 1) to improve the techniques and devices of non-invasive continuous blood pressure recording, to make them simpler and more readily available for usage; 2) to search for other parameters which are related to blood pressure and can be used for assessing continuous blood pressure and its variability.

Blood volume pulse arrival time (PAT) is one of the parameters which are related to blood pressure and the cardiovascular system (Smith et al., 1999). It is a time interval during which a pulse wave travels from the heart to a certain place in the body. PAT is used to estimate continuous beat-to-beat blood pressure (Chen et al., 2000; Heard et al., 2000; Poon, Zhang, 2005; Zong et al., 1998; Cattivelli, Garudadri, 2009; Gesche et al, 2012; Zheng et al., 2014), baroreflex sensitivity (Liu et al., 2012), cardiac output (Sugo et al., 2010), respiratory rate (Wu et al., 2012; Johansson et al., 2006), arterial stiffness (Liu et al., 2009), monitor psycho-physiological stress (Hey et al., 2009), and others.

The photoplethysmography (PPG) signal shows the changes in blood volume in the microvascular tissue bed. The PPG signal depends on the heart rate and other physiological properties (Murakami, Yoshioka, 2015) and is related to the cardiovascular system as well (Allen, 2007). The PPG signal is still not fully exploited for estimating cardiovascular parameters, therefore it has a lot of potential. All these facts raise scientific-technological problems and a working hypothesis.

**Scientific-technological problem and working hypothesis**

This thesis covers two main clinically relevant scientific-technological problems:

1. The algorithms for estimating the pulse arrival time of the existing blood volume are unreliable when photoplethysmogram signal is noisy, thus new noise-resistant algorithms are needed;
2. Currently there are no methods and algorithms which could evaluate short-term (beat-to-beat) blood pressure variability from a photoplethysmography signal.

The devices currently used for non-invasive continuous (beat-to-beat) blood pressure and its variability measurement and evaluation are expensive, uncomfortable to wear and use, and are based on cuff usage or calibration (arm or finger cuff). Only a few physiological parameters related to BP are measured using these methods. Measuring more parameters could provide more comprehensive information about blood pressure, its change, and variability. For these reasons, simpler signal measurement (for example, PPG), novel evaluation algorithms, and new parameters (and characteristics) related to blood pressure changes are needed and are highly desirable.

The working hypothesis of this thesis: blood volume pulse arrival time and instantaneous photoplethysmogram signal frequencies can be used for short-term blood pressure and heart rate variability evaluation.


Research object

An analysis of physiological signals to estimate short-term blood pressure and heart rate variability.

The aim of the research

The aim of the research is to develop and investigate noise-resistant algorithms for short-term blood pressure and heart rate variability estimation.

The objectives of the research

1. To develop and investigate a noise-resistant algorithm for blood volume pulse arrival time estimation.
2. To develop and investigate an algorithm which allows to extract characteristics (parameters) from a photoplethysmogram signal which is related to physiological processes (blood pressure and heart rate).
3. To evaluate the performance of the proposed algorithms to assess the short-term (beat-to-beat) blood pressure variability during rest and in non-stationary conditions.
4. To evaluate the performance of the proposed algorithms to assess the short-term (beat-to-beat) heart rate variability during rest and in non-stationary conditions.

Scientific novelty

In this doctoral thesis, a noise-resistant pulse arrival time estimation algorithm was developed. The proposed algorithm solves the parameter estimation problem associated with noisy physiological signals (electrocardiogram and photoplethysmogram) which mostly occurs in non-stationary conditions.

An algorithm for extracting instantaneous frequencies from a photoplethysmogram signal was developed. The proposed algorithm allows extracting characteristics which are related to the autonomic nervous system and the function of cardiovascular system from a photoplethysmogram signal recorded during rest and non-stationary conditions, for example, during exercise or thermal stress test.

Practical significance

The developed solutions and algorithms for estimating pulse arrival time and extracting instantaneous frequency can be used in the following clinical applications:

- The algorithm developed for estimating the pulse arrival time can be used for reliable PAT calculation when physiological signals are recorded in all conditions.
- The algorithm developed for instantaneous frequency extraction can be used for short-term blood pressure and heart rate variability assessment when physiological signals are recorded at rest or in non-stationary conditions.
The algorithm developed for instantaneous frequency extraction allows long-term monitoring of instantaneous frequencies and variability of blood pressure and heart rate.

The algorithms developed for extracting the instantaneous frequency and estimating the pulse arrival time can work together as a system for evaluating short-term blood pressure and heart rate variability or can be used separately.

The results of this research were presented in the project “Intellectual wearable sensors system for human wellness monitoring”. No.: VP1-3.1-SMM-10-V-02-004, work sponsored by the European Social Fund, 2013-2015.

**The statements presented for defense**

1. The noise-resistant algorithm for estimating blood volume pulse arrival time was developed. The proposed algorithm is more accurate compared with the classical and diastole-patching pulse arrival time estimation algorithms when the photoplethysmogram signal is noisy.
2. The algorithm for extracting instantaneous frequencies from the photoplethysmogram signal was developed. The characteristics extracted using the proposed algorithm (instantaneous frequencies) are related to cardiovascular processes.
3. Characteristics estimated using the proposed algorithms can be used for evaluating short-term blood pressure variability during rest and in non-stationary conditions.
4. Characteristics estimated using the proposed algorithms can be used to evaluate short-term heart rate variability during rest and in non-stationary conditions.

**Approval of the results**

The results of this doctoral thesis were published in 7 publications: 2 papers in the international scientific journals referred in the Thomson Reuters Web of Science database. The results were presented at 6 scientific conferences.

**Structure of the doctoral thesis**

The thesis is organized as shown in Figure 0.1. Chapter 1 describes the physiology of the cardiovascular system, heart rate and blood pressure variability analysis, and currently used algorithms for pulse arrival time estimation. Chapter 2 presents the developed algorithms: pulse arrival time estimation and instantaneous photoplethysmogram signal frequency extraction. Chapter 3 describes the database of signals (simulated and experimental) used in this thesis. Chapter 4 describes the results obtained for each study. The doctoral thesis finishes with general conclusions (Chapter 5).
**Figure 0.1.** The structure of the doctoral thesis

The thesis consists of 133 pages, 64 figures, 26 tables, 39 formulas, and 180 references.
1. AN OVERVIEW OF THE CARDIOVASCULAR SYSTEM AND TECHNOLOGIES USED FOR HEART RATE AND BLOOD PRESSURE VARIABILITY EVALUATION

This chapter consists of nine parts. Section 1.1 describes the cardiovascular system (the anatomy and description of the heart and blood vessels) and the cardiac hemodynamic activity (blood circulation in the body). Section 1.2 illustrates the cardiac electrical activity (spread of action potentials) and the connection with the mechanical and hemodynamic activity (relations between mechanical events and electrical activity of the heart during a complete cardiac cycle). Section 1.3 depicts the autonomic nervous system (sympathetic and parasympathetic systems). Section 1.4 describes physiological signals (electrocardiography and photoplethysmography) whereas Section 1.5 characterizes pulse waves which travel through blood vessels, the conception of blood volume pulse arrival time and its relation to the cardiovascular and autoregulation systems, as well as blood pressure. Section 1.6 explains the conception of autonomic nervous system (ANS), how it changes, what determines the change, and the main parameters for heart rate variability evaluation (time-domain and frequency-domain). Section 1.7 defines the conception of blood pressure variability, how it changes, what factors influence the changes, along with the main parameters of short-term BPV evaluation. Section 1.8 describes the algorithms (time-domain and time-frequency) for pulse arrival time estimation. Finally, the chapter presents the conclusions (Section 1.9).

1.1. The cardiovascular system and cardiac hemodynamic activity

The cardiovascular system consists of two main parts: the heart and the network of blood vessels. The heart consists of four chambers: right atrium, right ventricle, left atrium, and left ventricle (Figure 1.1). Functionally, the heart is like two pumps and the pulmonary and systemic circulations are situated between these pumps.

Pulmonary circulation is blood flow through the lungs where the blood and alveoli exchange gasses. From the lungs blood returns to the heart (to the left atrium) through four pulmonary veins. Blood pressure in the left atrium is low (8–12 mmHg), thus the blood passively flows from the left atrium through the mitral valve (left atrioventricular valve) into the left ventricle. The left ventricle has a thick muscular wall, thus during contraction it can generate high pressure (100–140 mmHg). The left ventricle contracts and ejects blood through the aortic valve into the aorta and into the systemic circulation.

The systemic circulation consists of all blood vessels in the body except the vessels in the lungs. The circulation system consists of arteries (from heart to organs) and veins (from organs to heart) (Table 1.1). Arteries include the aorta, the large arteries, the small arteries, and capillaries. The aorta is the main vessel; blood flows through it from the heart into the systemic circulation. The main functions of the aorta are to distribute blood to the body and to damp the pulsatile pressure which appears because blood from the left ventricle is ejected not
continuously but intermittently. The aorta branches into the large arteries, for example, mesenteric, carotid, renal arteries; the function of these large arteries is to distribute blood to specific organs or regions. These large arteries can constrict and dilate but do not regulate pressure and blood flow under normal physiological conditions. When the large artery reaches the organs, it branches into smaller arteries which function is to distribute blood inside the organs. The smaller arteries branch into smaller and smaller vessels and when the diameters of vessels reach less than 200 µm and the number of layers of vascular smooth muscle reduces to just a few, they are called arterioles. The small arteries and arterioles regulate arterial blood pressure and blood flow within the organs. When the diameters of arterioles become smaller than 10 µm, the vessels lose smooth muscle and are termed capillaries. The capillaries consist only of endothelial cells and the basement membrane and are the smallest vessels in the body. The number of capillaries in the body is very large. When the capillaries join together, they form post-capillary venules; these venules have high permeability and can serve and exchange fluids and macromolecules. The post-capillary venules merge into larger venules with smooth muscle; they can constrict and dilate and, therefore, regulate the capillary pressure and volume of venous blood. The venules merge to larger veins; the largest systemic veins are the superior and inferior vena cava through which blood returns to the right atrium (Table 1.1).

![Figure 1.1. Anatomy of the heart: SVC – superior vena cava; PA – pulmonary artery; IVC – Inferior vena cava; RA – right atrium; LA – left atrium; RV – right ventricle; LV – left ventricle (adopted from Klabunde, 2011)](image)

The right atrium receives returning venous blood from the superior and inferior vena cava (from the systemic circulation), and is very distensible because it should easily expand to accommodate the venous blood which returns at very low pressure (0–4 mmHg). Afterwards, the right atrium contracts and blood flows from the right atrium through the tricuspid valve (also called right atrioventricular valve) into the right ventricle. The contraction of the right ventricular ejects blood from the right ventricle through the pulmonic valve into the pulmonary artery (into
the pulmonary circulation). The systolic pressure during contraction is about 20–30 mmHg in a pulmonary artery. Right and left side of the heart (pulmonary and systemic circulations) have almost the same blood output which means that there is a minor shift in blood volume of pulmonary and systemic circulations.

**Table 1.1.** The size and function of blood vessels in systemic circulation (Klabunde, 2011)

<table>
<thead>
<tr>
<th>Vessel</th>
<th>Diameter, mm</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aorta</td>
<td>25</td>
<td>Pulse dampening and distribution</td>
</tr>
<tr>
<td>Large arteries</td>
<td>1.0–4.0</td>
<td>Distribution</td>
</tr>
<tr>
<td>Small arteries</td>
<td>0.2–1.0</td>
<td>Distribution and resistance</td>
</tr>
<tr>
<td>Arterioles</td>
<td>0.01–0.20</td>
<td>Resistance (pressure/flow regulation)</td>
</tr>
<tr>
<td>Capillaries</td>
<td>0.006–0.010</td>
<td>Exchange</td>
</tr>
<tr>
<td>Venules</td>
<td>0.01–0.02</td>
<td>Exchange, collection, and capacitance</td>
</tr>
<tr>
<td>Veins</td>
<td>0.2–5.0</td>
<td>Capacitance function (blood volume)</td>
</tr>
<tr>
<td>Vena cava</td>
<td>35</td>
<td>Collection</td>
</tr>
</tbody>
</table>

1.2. Cardiac electrical activity and the connection with mechanical and hemodynamic activity

The sinoatrial node generates the action potentials and they primarily spread through cell-to-cell conduction and propagate throughout the atria. The conduction velocity of action potentials in the atrial muscle is about 0.5 m/s and it is similar to the speed of action potentials in the ventricular muscle (Figure 1.2).

![Figure 1.2. The conduction system of different heart regions and velocities of potentials.
SA Node – sinoatrial node; RA – right atrium; LA – left atrium; RV – right ventricle; LV – left ventricle (adopted from Klabunde, 2011)](image)

Atria and ventricles are separated by non-conducting connective tissue. In normal conditions the action potential can enter the ventricles only through a specialized region of cells (the atrioventricular node). The atrioventricular node is a specialized conducting tissue of the heart which slows the velocity of action potentials.

potentials about ten times, from about 0.5 m/s (in atrial muscle) to about 0.05 m/s. The delay of conduction between the atria and ventricles in the atrioventricular node is important because it gives time to complete the depolarization and contraction of the atria. A decreased conduction velocity decreases the frequency of impulses and activates the ventricle. After the atrioventricular node, the action potential enters the base of the ventricle and continues to left and right bundle branches at high velocity (about 2 m/s) along the interventricular septum. The bundle branches consist of Purkinje fibers which connect to the ventricular myocytes and become the final pathway to cell-to-cell conduction. The velocity of conduction in Purkinje fibers is very high (about 4 m/s).

Mechanical events of the heart during a complete cardiac cycle are related to the electrical activity of the heart. The diagram of a cardiac cycle (Figure 1.3) shows changes in the left side of the heart. Volume changes and timing of mechanical events in the right and left side of the heart are qualitatively similar. The difference is that the pressures in the left side are much higher.

The P wave is the first wave of the electrocardiogram (ECG) and a complete cardiac cycle is defined as the cardiac events from the current P wave to next P wave. A cardiac cycle consists of systole and diastole. Systole is associated with the contraction of the ventricle and blood ejection, while diastole relates to the relaxation of the ventricle and blood filling. The cardiac cycle consists of seven phases (beginning point – appearance of the P wave) (Figure 1.3):

- **Phase No. 1: atrial systole.** During this phase, the atrioventricular valves are open and the aortic and pulmonic valves are closed. Atrial contraction increases pressure in the atria chamber. This force opens the atrioventricular valves and blood flows from the atria into ventricles. Ventricular blood filling is mostly passive and depends on venous blood return. When the atrial contraction is completed, the atrial pressure begins to fall and atrioventricular valves float upward before closing. At the end of this phase, the volume of the left ventricle is about 120 ml (maximum), end-diastolic pressures – about 8–12 mmHg.

- **Phase No. 2: isovolumetric contraction.** During this phase, all valves are closed. Pressure in the ventricle increases suddenly and exceeds the atrial pressure, therefore, the atrioventricular valves close. Subsequently, pressure in the ventricle rises rapidly; chamber geometry changes and the shape of the heart becomes more spheroid.

- **Phase No. 3: rapid ejection.** During this phase, the aortic and pulmonic valves are open, atrioventricular valves remain closed. When pressure in the ventricles exceed (only a few mmHg) the pressure in the aorta and pulmonary artery, the valves (aortic and pulmonic) open and blood is ejected out from the ventricles. Maximum blood outflow velocity is in the beginning of the phase. While blood is ejected, volumes of ventricles decrease but the atria continue filling with blood.

- **Phase No. 4: reduced ejection.** During this phase, aortic and pulmonic valves are open, atrioventricular valves remain closed. Approximately after
150–200 ms from the ventricular contraction, the ventricular repolarization begins. For this reason, the ventricular activity decreases and rate of blood ejection starts to fall. Pressure in ventricles falls below the pressure of outflow tract. During this phase, the pressure in atria gradually rise because venous blood continues to return to the atrial chambers.

**Figure 1.3.** The diagram of a cardiac cycle. LV – left ventricle; AP – aortic pressure; LVP – left ventricular pressure; LAP – left atrial pressure (adopted from Klabunde, 2011)

- **Phase No. 5:** isovolumetric relaxation. During this phase, all valves are closed. When the ventricles continue to relax and pressure in ventricles is falling, a point is reached when the total energy in the outflow tract is greater than in ventricles and the pressure gradient causes aortic and pulmonic valves to close. During isovolumetric relaxation, pressure in the ventricles rapidly falls but volume does not change because all valves are closed. Meanwhile, volumes and pressures of the atria continue to increase because venous blood is returning.

- **Phase No. 6:** rapid filling. During this phase, the atroioventricular valves are open, while the aortic and pulmonic valves are closed. When pressures in the atria rise above the pressures in ventricles, atroioventricular valves open and ventricular filling phase begins. During this phase, the ventricle relaxation interval is short but it causes pressures in the ventricles to fall by several mmHg; ventricles passively fill quickly because the atria are maximally filled and have pressure before the atroioventricular valve opens.
• Phase No. 7: reduced filling. During this phase, atrophic ventricular valves are open and the aortic and pulmonic valves are closed. When the ventricles continue filling, they expand and the pressure starts to rise. Increased pressure in the ventricles reduces the pressure gradient between the atrial and ventricles (pressure across the atrophic ventricular valve). The filling rate declines, even though pressure in the atria continues to increase because venous blood continues to flow into the atria, meanwhile, the pressure in the aorta and the pulmonary artery continue to fall.

1.3. Sympathetic and parasympathetic systems and their interface with cardiac electrical and hemodynamic activity

The central nervous system controls the autonomic regulation of the cardiovascular function. The medulla oblongata is located in the brainstem, the hypothalamus and the cortical regions regulate the autonomic function. Regions within the medulla contain cell bodies for the parasympathetic (vagal) and sympathetic efferent nerves. The hypothalamus modulates medullary neuronal activity, for example, during exercise or when the body needs to regulate body temperature and blood flow to the skin. Higher centers are connected with the hypothalamus and medulla and can change the cardiovascular function in presence of an emotional stress, for example, when fear or anxiety are increased. The central nervous system receives sensory input from sensors which are in the brain and periphery. Afferent fibers from baroreceptors and chemoreceptors which are in periphery enter the medulla at the nucleus tractus solitarius (Figure 1.4) and from there interneurons project to other regions of medulla.

Figure 1.4. A schematic of the autonomic sympathetic and vagal interconnections with the central nervous system. Symp – sympathetic; NTS – nucleus tractus solitarius (adopted from Klabunde, 2011)
Inhibitory interneurons are related to regions which consist of sympathetic nerve cell bodies, while excitatory interneurons relate to regions composed of parasympathetic (vagal) nerves. The nucleus tractus solitarius send fibers to the hypothalamus, where sensors monitor, for example, blood temperature (thermoreceptors) and send fibers to medulla regions in order to modulate the sympathetic outflow to the cutaneous circulation.

1.3.1. Parasympathetic innervation

The parasympathetic vagal fibers are cell bodies which are located in the medulla (Figure 1.4). These cell bodies (the dorsal vagal nucleus and nucleus ambiguous) are in the collections of neurons. These neurons are active in normal (rest) conditions and produce vagal tone on the heart, therefore heart rate at rest is significantly lower than the intrinsic firing rate of the sinoatrial pacemaker. Afferent nerves (especially the peripheral baroreceptors) enter the medulla and modulate the activity of vagal neurons; the activity of baroreceptors normally activates the excitatory interneurons from the nucleus tractus solitarius and they stimulate the vagal activity. Efferent fibers which are in the hypothalamus modulate the vagal neurons as well. Efferent vagal fibers from the medulla travel to the heart within the left and right vagus nerves, branch and innervate specific regions of the heart. The preganglionic efferent fibers innervate specific tissue sites and the activation of these postganglionic fibers causes the release of the neurotransmitter acetylcholine. This neurotransmitter binds to the muscarinic receptors (M2) and decreases the chronotropy, dromotropy, and inotropy (more in the atria than in ventricles), and dilate the coronary vasculature (Table 1.2. and Figure 1.5).

**Table 1.2.** The effects of parasympathetic and sympathetic stimulation on the cardiovascular function (Klabunde, 2011)

<table>
<thead>
<tr>
<th></th>
<th>Sympathetic</th>
<th>Parasympathetic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronotropy (rate)</td>
<td>+++</td>
<td>---</td>
</tr>
<tr>
<td>Inotropy (contractility)</td>
<td>+++</td>
<td>-1</td>
</tr>
<tr>
<td>Dromotropy (conduction velocity)</td>
<td>++</td>
<td>---</td>
</tr>
<tr>
<td>Vessels (vasoconstriction)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resistance (arteries, arterioles)</td>
<td>+++</td>
<td>-2</td>
</tr>
<tr>
<td>Capacitance (veins, venules)</td>
<td>+++</td>
<td>0</td>
</tr>
</tbody>
</table>

Relative magnitude of response ("+" – increase; "-" – decrease; "0" – no response) indicated by number of "+" or "-" signs.

1 More pronounced in atria than ventricles; 2 Vasodilator effects only in specific organs.

The right and left vagus innervate different nodes or systems; the right vagus nerve innervates the sinoatrial node, the left – atrioventricular node and the ventricular conduction system. Some efferent parasympathetic fibers innervate the blood vessels in specific organs and directly or indirectly cause vasodilation. Direct vasodilation occurs due to parasympathetic activation in some tissues, for example, the genitalia, and seeks to control the release of acetylcholine which binds to the muscarinic receptors on the vascular endothelium and induces vasodilation.
Indirect vasodilation occurs due to parasympathetic activation in organs, for example, the gastrointestinal circulation, and seeks to stimulate non-vascular tissue to produce vasodilator substances which bind to the vascular receptors and induce vasodilation. Parasympathetic nerves primarily regulate blood flow in specific organs but do not have a significant role in regulating the systemic vascular resistance and arterial blood pressure.

![Diagram of Adrenergic and muscarinic receptors in blood vessels and the heart.](image)

**Figure 1.5.** Adrenergic and muscarinic receptors in blood vessels and the heart. NE – norepinephrine; M₂ – muscarinic receptors; ACh – acetylcholine; α₁, α₂, β₁, and β₂ – adrenoceptors (adopted from Klabunde, 2011)

### 1.3.2. Sympathetic innervation

Neurons which are in the medulla create a highly complex system and have spontaneous action potential activity which results in tonic stimulation and sympathetic adrenergic control of the heart and vasculature. If there is an acute sympathetic denervation of the heart and systemic blood vessels, usually it causes bradycardia and systemic vasodilation. When the heart rate is low, for example, at rest, the heart is strongly influenced by the vagus nerve and the effects of sympathetic denervation are relatively small. Otherwise, if the sympathetic tone is relatively high, a sudden removal of the sympathetic tone causes significant vasodilation and hypotension. Hence, parasympathetic activity usually inhibits the sympathetic activity and vice versa. Reciprocal activation of centers in the medulla controls the vagal and sympathetic outflow, which occurs when a person stands up and arterial blood pressure falls; then the baroreceptor reflexes excite the centers in medulla to increase the sympathetic outflow to stimulate the heart (to increase heart rate, inotropy, and to constrict systemic vasculature). Sympathetic fibers are activated, the parasympathetic activity decreases and these cardiac and vascular responses help to restore a normal arterial pressure.

Preganglionic fibers travel from the medulla to the heart (Figure 1.6 A) and synapse with the cell bodies of short postganglionic fibers which can innervate the heart. Preganglionic sympathetic fibers are in the thoracic (T1–T12) and lumbar
segments of the spinal cord. Some of these fibers enter the paravertebral ganglia which are on both sides of the spinal cord and travel to the synapse above (Figure 1.6 B) or below their entry level (Figure 1.6 C). Preganglionic fibers which are in the lower thoracic and upper lumbar segments generally synapse in the prevertebral ganglia (Figure 1.6 D) and proceed to blood vessels.

![Diagram of vagal and sympathetic innervation](image)

**Figure 1.6.** The organization of vagal and sympathetic innervation of the heart and circulation. T1–T12 – thoracic segments of the spinal cord (adopted from Klabunde, 2011)

Postganglionic fibers travel to the heart and innervate the sinoatrial and atrioventricular nodes, the conduction system, the cardiac myocytes, and the coronary vasculature. Sympathetic activation increases chronotropy, dromotropy, and inotropy (Table 1.2.), therefore, binds $\beta_2$-adrenoceptors (less important than $\beta_1$-adrenoceptors) to $\beta_1$-adrenoceptors in the heart (Figure 1.5) primarily by norepinephrine. Prejunctional $\beta_2$-adrenoceptors facilitate the release of norepinephrine, meanwhile, prejunctional $\alpha_2$-adrenoceptors inhibit it. Sympathetic activation constricts the resistance and capacitance vessels, therefore, increases the systemic vascular resistance and arterial blood pressure and decreases venous capacitance which increases the venous pressure (Table 1.2.). Sympathetic adrenergic nerves release norepinephrine and preferentially bind $\alpha_1$-adrenoceptors to induce a contraction and vasoconstriction of the smooth muscle (Figure 1.5) when norepinephrine binds to the postjunctional $\alpha_2$-adrenoceptors which are primarily on the small arteries and arterioles. Blood vessels have postjunctional $\beta_2$-adrenoceptors and their activation by norepinephrine causes vasodilation. The sympathetic activation of resistance vessels contributes significantly to the vascular tone in organs but the vascular response is different among organs; circulations of the skeletal muscle, the cutaneous, gastrointestinal, and renal systems
are strongly influenced by the sympathetic activity. Meanwhile, coronary and cerebral circulations have weak responses to sympathetic stimulation.

1.4. Physiological signals

This section describes physiological signals (electrocardiogram and photoplethysmogram) which are commonly used to monitor the status of the cardiovascular system.

1.4.1. Electrocardiography

As was described in section 1.2, cardiac cells can depolarize and repolarize, which is followed by the spread of electrical currents through the conductive tissues throughout the body. Using electrodes at specific locations on the surface of a body allows measuring the electrical currents and obtain an electrocardiogram (ECG) signal (Figure 1.7). ECG waves represent the sequence of depolarization and repolarization of the atria and ventricles.

The P wave of an ECG is typically the first wave. It represents depolarization and the electrical wave which spreads from the sinoatrial node throughout the atria. The duration of P wave usually is 0.08–0.1 seconds (Table 1.3). The P wave should be succeeded by a wave which represents atrial repolarization but it occurs during depolarization of ventricles and is relatively small in amplitude, therefore, this wave is not visible in the ECG. For this reason, the P wave is followed by a short isoelectric (zero voltage) period. The period from the beginning of the P wave (the onset of atrial depolarization) to the beginning of the QRS complex (the onset of ventricular depolarization) is known as the P-R interval, and it normally takes 0.12–0.20 seconds. If the duration of the P-R interval is greater than 0.2 seconds, there is a conduction defect, usually within the atrioventricular node.

![Figure 1.7. An ECG signal and its components (adopted from Klabunde, 2011)](image-url)

The QRS complex of the ECG represents ventricular depolarization and the duration normally is 0.06–0.1 seconds. If the duration of the QRS complex is
longer than 0.1 seconds, it means that the conduction in ventricles is impaired. The R wave is best expressed and the most commonly used wave of the ECG; it represents early ventricular depolarization.

Table 1.3. A summary of ECG waves, intervals, and segments (Klabunde, 2011)

<table>
<thead>
<tr>
<th>Component</th>
<th>Represents</th>
<th>Normal duration, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>P wave</td>
<td>Atrial depolarization</td>
<td>0.08–0.10</td>
</tr>
<tr>
<td>QRS complex</td>
<td>Ventricular depolarization</td>
<td>0.06–0.10</td>
</tr>
<tr>
<td>T wave</td>
<td>Ventricular repolarization</td>
<td></td>
</tr>
<tr>
<td>P-R interval</td>
<td>Atrial depolarization and atrioventricular nodal delay</td>
<td>0.12–0.20</td>
</tr>
<tr>
<td>ST segment</td>
<td>Isoelectric period of depolarized ventricles</td>
<td></td>
</tr>
<tr>
<td>Q-T interval</td>
<td>Length of depolarization and repolarization – corresponds to action potential duration</td>
<td>0.20–0.40²</td>
</tr>
</tbody>
</table>

¹Duration not normally measured; ²High heart rates reduce the action potential duration and the Q-T interval.

The QRS complex is superseded by an isoelectric period known as the ST segment. It is the time period during which the entire ventricle is depolarized. The ST segment of an ECG is important for diagnosing ventricular ischemia; it can become depressed or elevated and indicate that non-uniform membrane potentials are present in the ventricular cells. The T wave of an ECG represents the ventricular repolarization and its duration is longer than depolarization.

The Q-T interval represents ventricular depolarization and repolarization; it is possible to approximately estimate the duration of ventricular action potentials from this interval. The interval of Q-T depends on the heart rate and is about 0.2–0.4 seconds. Higher HR reduces the Q-T intervals because ventricular action potentials are shorter. Q-T intervals can be used to diagnose certain types of arrhythmias.

1.4.2. Photoplethysmography

Photoplethysmography (PPG) is an optical measurement technique which can be used to detect blood volume changes in the microvascular tissue bed. PPG is widely applied in clinical practice and medical devices, for example, in pulse oximeters, beat-to-beat blood pressure measurement systems, respiration, heart rate, and cardiac output monitoring (Allen, 2007). PPG is a non-invasive technique which requires only a few electronic components: a light source (to illuminate skin) and a photodetector (to measure tiny variations of light intensity). Most frequently used wavelengths of light are red and near infrared. The waveform of a PPG consists of two components: a) direct current – varies slowly for respiration, thermoregulation, vasoconstrictor waves, for example, the Traube Hering Mayer waves, and activity of vasomotor, b) alternating current (most commonly used) – pulsatile component which depends on the heart rate and relates to the blood volume of tissues. Light interaction with biological tissue is complex; it includes multiple optical processes, for example, absorption, scattering, reflection, fluorescence, and transmission. For this reason, a PPG waveform can provide valuable information about
thermoregulation, blood flow in capillaries, and about the cardiovascular system as well (Allen, 2007).

The quality of a photoplethysmogram signal depends on several factors, such as probe location on skin, skin properties (individual structure), skin temperatures, blood flow rate, blood oxygen saturation, measuring environment, and tissue movement (Elgendi, 2012). All these factors generate several types of artifact which may occur in a PPG signal. Common artifacts of a PPG signal (Allen, 2007; Elgendi, 2012) include:

- Power-line interference – a high frequency (50 or 60 Hz) sinusoidal artifact which occurs in a PPG signal due to the main power sources. However, this artifact can be effectively removed using a low-pass or notch filter.
- Baseline drift – a low frequency artefact which disrupts a PPG signal due to temperature variation, bias in instrumentation amplifiers or respiration. This artifact can be effectively removed using a high-pass filter.
- Motion artifact – an artifact in a PPG signal due to the movements of the PPG probe (poor PPG probe contact to skin) or subject’s tissues (vibration) (Figure 1.8 a–c). Accelerometers and adaptive filters are used for motion artifact removal. However, it is a difficult task and not always successful.
- Sudden PPG signal amplitude change – often reflect physiological changes of an organism (deep gasp, yawn, etc.) (Figure 1.8 d).
- Premature ventricular contraction – interrupts regular heart rhythm and causes irregular heart rhythm, therefore, certain parameters of the PPG signal can be assessed inaccurately.

![Figure 1.8. Examples of PPG measurement artefacts and extremes (artefact/physiological events are marked): gross movement artefact or twitching of the PPG probe cable a); finger and hand tremor b); coughing c); deep gasp or yawn d) (adopted from Allen, 2007)
1.5. Pulse waves and pulse arrival time

Each cardiac contraction generates a blood volume pulse wave which travels from the heart to the vascular system. A pulse wave traveling through blood vessels faces various obstacles, such as a variation in vessel diameter, branches, meanders (turns), plaque, and others. These obstructions create multiple tiny reflection waves which travel backwards from the original location, usually at points of bifurcations or abrupt changes in vascular resistance or diameter. These reflection waves add up to a composite reflection wave. The aortic pressure wave is a sum of the forward and backward waves. The reflection wave mostly affects the systolic wave and the systolic components of a pulse wave vary between individuals and depend on their sex, height, heart rate, age, physical fitness, food, and exercise (Figure 1.9) (O'Rourke et al., 2001; McEniery et al., 2008) when the pulse wave travels through major arteries, for example, the aorta.

![A pulse wave with normal arterial stiffness a) and with increased arterial stiffness b) (adopted from Zanoli et al., 2015)](image)

**Figure 1.9.** A pulse wave with normal arterial stiffness a) and with increased arterial stiffness b) (adopted from Zanoli et al., 2015)

Blood volume pulse arrival time consists of two time intervals (Figure 1.10): the pre-ejection period (PEP) and the vascular transit time, otherwise known as the pulse transit time. Pulse transit time (PTT) is the time duration or an interval during which a pulse wave propagates a segment of an artery. In other words, PTT is a time interval which is needed for a pulse wave to travel the distance from the heart to a certain place in the body (Allen, 2007). Usually PEP is evaluated using the ECG (shows electrical activity of the heart) and impedance cardiography signals (shows a mechanical activity of the heart). PEP is related to ventricular the electromechanical delay and isovolumetric contraction period. In other words, PEP is a time interval from the beginning of ventricular depolarization (Q wave of ECG) to the beginning of blood ejection to the aorta, when the aortic valve opens (B point of impedance cardiography signals).
The pre-ejection period corresponds with the electro-mechanical delay and the period of isovolumetric contraction in the left ventricle (Wong et al., 2011; Cloutier et al., 2013; Mukkamala et al., 2015). PEP depends on the time development of intraventricular pressure and it is widely used as an index of myocardial contractility. Sympathetic beta-adrenergic influences modulate the variations in contractility, therefore PEP is often used as a specific and sensitive parameter for non-invasive measurement of sympathetic cardiac control (Cloutier et al., 2013). PEP also is an important part of PAT and comprises from 10 to 35% of PAT (Mukkamala et al., 2015). PAT interval duration (from ECG R wave to PPG foot point) at rest typically takes 180–260 ms (finger) and 125–155 ms (ear) (Mukkamala et al., 2015). However, the duration of a PAT interval depends on blood pressure, heart rate, peripheral resistance, arterial stiffness, venous return, and other physiological properties (Murakami, Yoshioka, 2015).

Pulse arrival time is often used in practice. PAT could provide continuous information about the cardiovascular system (Smith et al., 1999). The speed of arterial pressure wave is directly proportional to blood pressure. A strong rise of blood pressure increases the vascular tone, therefore, the arterial wall becomes stiffer and PAT becomes shorter and conversely, when blood pressure decreases – PAT increases (Smith et al., 1999). A significant number of research studies have shown that pulse arrival time is related to the arterial blood pressure (Allen et al., 1981; Lane et al., 1983; Muehlsteff et al., 2006; Obrist et al., 1978; Gribbin et al, 1976; Lutter et al., 1996). Measurements of PAT have several applications. The main application is non-invasive continuous (beat-to-beat) blood pressure monitoring because PAT is highly related to BP (Chen et al., 2000; Heard et al., 2000; Poon, Zhang, 2005; Zong et al., 1998; Cattivelli, Garudadri, 2009; Gesche et al., 2012; Zheng et al., 2014). The Moens-Korteweg equation describes a relationship between the pulse wave velocity (PWV) and the elastic properties of arteries – elastic modulus (Remington, 1963; Chen et al., 2000). Hughes’ equation connects BP with the elastic modulus (Hughes et al., 1979) which exponentially increases when blood pressure increases. Using the Moens-Korteweg and Hughes’ equations, a new equation is obtained which is used for blood pressure estimation (Chen et al., 2000; Rapalis, Marozas, 2012):
\[ BP_e = BP_c - \frac{2}{\gamma_{PATc}} \Delta t_{PAT} \]  

where, \( BP_e \) – estimated arterial blood pressure [mmHg]; \( \Delta t_{PAT} \) – difference between current estimated PAT and PAT during calibration moment [s]; \( t_{PATc} \) – PAT during calibration moment [s]; \( BP_c \) – BP during calibration moment [mmHg]; \( \gamma \) – specific blood vessel coefficient (0.016–0.018) [mmHg⁻¹].

This equation shows that the approximate value of BP consists of two components: the base level of BP (\( BP_c \)) and its change, which can be evaluated using the changes of PAT. \( BP_c \) and \( t_{PATc} \) are measured or estimated during the calibration process. When BP and PAT (\( BP_c \) and \( t_{PATc} \)) values are measured or estimated (during calibration process), arterial blood pressure without re-calibration may be estimated as long as the modulus of elasticity of blood vessel walls is constant. Therefore, if the elasticity of blood vessels is changing slowly, calibration should be performed at certain time intervals (Chen et al., 2000; Rapalis, Marozas, 2012). The absolute PAT values cannot be declared as absolute blood pressure values but PAT can predict a change in blood pressure over a short period (Smith et al., 1999). Other PAT applications include the estimation of baroreflex sensitivity (Liu et al., 2012), cardiac output (Sugo et al., 2010), respiratory rate (Wu et al., 2012; Johansson et al., 2006), arterial stiffness (Liu et al., 2009), psycho-physiological stress monitoring (Hey et al., 2009), and others.

PAT should be measured as the time interval from QRS complex of ECG (Q wave) to reference the point of the photoplethysmogram signal in the same cardiac cycle. The QRS complex of ECG is a reference which indicates the initialization of ventricular depolarization. After depolarization of the ventricles, the aortic and atrioventricular valves close. The left ventricular pressure rises fast without changing the ventricular volume (isovolumetric contraction). The ventricular pressure continuously increases and the aortic valve opens when this pressure exceeds the pressure in the aorta. Then blood is ejected from the left ventricle to the aorta and pressure pulse is generated to travel along the arteries. The location of R wave of ECG is most widely used to define the beginning point of PAT because the R wave is well-known and can be easily detected. However, using the R wave as a starting point of PAT produces a small inaccuracy because the R wave is almost in the middle of PEP and there is a short delay between the R and Q waves, and between the R wave and the opening of the aortic valve (isometric contraction time) (Smith et al., 1999; Wong et al., 2011; Mukkamala et al., 2015). On the other hand, detecting the R wave is easier than the Q wave, the delay between the R and Q waves is ignored and the R wave is regarded as the starting point of PAT. The most commonly used algorithm for R wave detection is the Pan-Tompkins algorithm (Pan, Tompkins, 1985) or its modification (Hamilton, Tompkins, 1986). However, there are other points in the ECG signal which are used as the beginning point of PAT, for example, the maximum peak of ECG derivative (Wong et al., 2009b). The peripheral pressure pulse can be detected
by a photoelectric sensor which is placed on the skin surface near the arteries (Wong et al., 2011).

1.6. Autonomic nervous system evaluation

The evaluation of autonomic nervous system attracts more and more attention. The most popular method for evaluating the ANS is an analysis of heart rate variability (HRV). HRV is a continuous fluctuation of the RR interval (RRI) duration. Extremely complex neural mechanisms create these fluctuations; the activity of ANS continuously varies because it is mainly based on the interactions between the sympathetic and parasympathetic nervous systems. Actually, HRV mainly depends on the external regulation of the heart rate and describes the heart’s ability to adapt and respond to changing circumstances (different types and cases stimulations). HRV analysis evaluates the health conditions and the ANS status (mainly the charge regulation of cardiac activity). Vagal activity dominates at rest and is mainly responsible for HRV. For this reason, sinus arrhythmia is most noticeable in HRV. Parasympathetic activation is fast but transient, the effects of parasympathetic neuron excitation can be visible as soon as the next cycle after the stimulus, therefore, the parasympathetic nervous system is responsible for quick changes in HR (Zygmunt, Stanczyk, 2010). Meanwhile, sympathetic stimulation evolves slowly and its effects in rhythm are visible after 2–3 s, hence sympathetic stimulation is responsible for slower but higher amplitude oscillations (Malik et al., 1996). The calculated HRV values are not direct values of the tonic activity of sympathetic and parasympathetic nervous systems, rather, HRV is a result of the influence of two systems on the sinus node cell receptors.

Heart rate variability has physiological relevance and shows a dominant ANS effect. Some health disorders reflect significant fluctuations of HR and affect the HRV. The basic and most common factors are age (Kaplan et al., 1991; Pikkujämsä et al., 1999; Stein et al., 1997; Sinnreich et al., 1998; Zhang, 2007; Carter et al, 2003), gender (Zhang, 2007; Carter et al., 2003; Huikuri et al., 1996; Ramaekers et al., 1998), heart disease (De La Cruz Torres, 2008), neurological disease (Bernardi et al., 1992; Guzzetti et al., 1994; Koh et al., 1994), and exercise (Carter et al., 2003; De La Cruz Torres, 2008; Aubert et al., 2003; Aubert et al., 2000). HRV relates to:

- **Blood Pressure.** HRV significantly decreases when cardiovascular abnormalities, such as left ventricular hypertrophy, aortic valve disease, and hypertension, are present. A strong correlation between the HRV and arterial baroreflex was found as well (De Boer et al., 1985).
- **Diabetes.** Diabetes can cause autonomic dysfunction, thus beat-to-beat variability decreases and causes lower HRV. It was also concluded that the activity of parasympathetic nervous system is reduced in diabetic patients (Pfeifer et al., 1982; Singh et al., 2000; Wheeler, Watkins, 1973).
• **Renal Failure.** HRV studies on patients with chronic renal failure have shown that after hemodialysis there is a negative correlation between the concentration of calcium ions and the mean of RR intervals. HRV also reduces in renal failure cases (Forsström et al., 1986; Zoccali et al., 1982; Lerma et al., 2004; Ewing, Winney, 1975).

• **Gender and Age.** Studies have shown that HRV depends on age and gender. A study with newborns has revealed that HRV is lower for boys than girls (Nagy et al., 2000). Another study with healthy subjects (20–70 years) has shown that HRV decreases with age and it is higher for females (Spallone et al., 1993). The maturation of sympathetic and parasympathetic (vagal) nerves increases HRV in the early stages of life, which decreases with age (van Ravenswaaij-Arts et al., 1991).

• **Drugs/Medications.** Drugs and medications affect HRV and allow to evaluate the effect of drugs on the ANS as well as to assist in quantifying the amounts of drugs/medications which should be administered (Bekheit et al., 1990; Coumel et al., 1991; Guzzetti et al., 1988).

• **Smoking.** Smoking reduces vagal activity, increases sympathetic activity, and reduces HRV (Lucini et al., 1996; Hayano et al., 1990) because the exposure to tobacco outlets, or smoking, affects the ANS control activity (Zeskind, Gingras, 2006).

There are various methodologies for analysing HRV, which include the time-domain analysis, statistical methods, geometric methods, non-linear analysis, and frequency-domain analysis (Malik et al., 1996; Oweis, Al-Tabbaa, 2014). The time-domain analysis is the simplest for HRV, usually time- and frequency-domains are used in combination.

1.6.1. Methods of time-domain analysis

To evaluate the HRV, all QRS complexes of an ECG and the intervals between QRS complexes should be detected. These intervals are also called normal-to-normal (NN) intervals (Figure 1.11).

*Figure 1.11. Variation of beat-to-beat NN intervals*
The simplest HRV evaluation methods are time-domain measures; statistical time-domain parameters can be calculated from the evaluated NN intervals (usually from a 24-hour ECG). The time-domain parameters may be divided into groups: parameters which can be derived from direct measurements of the NN intervals and those derived from the differences between NN intervals. Time-domain parameters used for HRV analysis are:

- **SDNN** – the simplest time-domain parameter; it is a standard deviation of NN intervals or a total variability of the NN intervals. In other words, SDNN is the square root of variance:

\[
SDNN = \sqrt{\frac{1}{N-1} \sum_{j=1}^{N} (RR_j - \overline{RR})^2}
\]  

(1.2)

where \( RR_j \) – value of \( j^{th} \) RR interval; \( N \) – total number of successive intervals.

SDNN reflects all variability components of an assessment period. Low SDNN values indicate that there is practically no HRV and vice versa.

- **SDANN** – parameter calculated from segments of the total monitoring period. SDANN is a standard deviation of mean of short period (5 min) intervals:

\[
SDANN = \sqrt{\frac{1}{N-1} \sum_{j=1}^{N} (RR_{5j} - \overline{RR_5})^2}
\]  

(1.3)

Where \( \overline{RR_5} \) – average of all 5 min RR intervals averages, \( RR_{5j} \) – value of \( j^{th} \) 5 min RR interval average; \( N \) – total number of successive 5 min RR intervals.

This parameter usually is used only for long-term HRV measurements (usually for 24 hours) (Lagi et al., 1997; Lazzeri et al., 2000; Malik et al., 1999; Osterhues et al., 1997; Wennerblom et al., 2000; Umetani et al., 1998).

- **SDNN index** – the mean of 5 min standard deviation of NN interval (calculated over 24 hours):

\[
SDNN_{\text{index}} = \frac{1}{N} \sum_{j=1}^{N} SDNN_{5j}
\]  

(1.4)

Where \( SDNN_{5j} \) – standard deviation of \( j^{th} \) 5 min RR interval; \( N \) – total number of successive 5 min RR intervals.

- **RMSSD** – square root of mean squared differences of NN intervals:

\[
RMSSD = \sqrt{\frac{1}{N-1} \sum_{j=1}^{N-1} (RR_{j+1} - RR_j)^2}
\]  

(1.5)
RMSSD is the most commonly used time-domain parameter for short-term HRV analysis (Kautzner, Camm, 1997; Lagi et al., 1997; Akinci et al., 1993; Cowan, 1995; Guzmán et al, 1999; Hilz et al., 1999; Uehara et al., 1999). RMSSD reflects the activity of the parasympathetic system.

- **NN50** – number of interval differences of successive NN intervals which are greater than 50 ms. NN50 is usually used for short-term HRV analysis and highly correlates to RMSSD, therefore, reflects the activity of the parasympathetic system.

- **pNN50** – NN50 divided by the total number of NN intervals:

\[
pNN50 = \frac{\text{NN50}}{N - 1} \times 100\%
\]  

(pNN50) is also used for short-term HRV analysis, very highly correlates to RMSSD, and also reflects the activity of the parasympathetic system.

Time-domain parameters are simply and easily calculated but are not sufficiently informative when used alone, therefore other HRV analysis methods, for example, frequency-domain is used in conjunction. The main disadvantage and limitation of time-domain parameters is their inability to clearly distinguish the effects between sympathetic and parasympathetic autonomic nervous systems. SDNN and RMSSD are the most commonly used time-domain parameters for short-term HRV evaluation (Malik et al., 1996).

1.6.2. Methods for frequency-domain analysis

The main idea of frequency-domain analysis of HRV is the observation of certain rhythms which are related to different regulatory mechanisms of cardiovascular control. Spectral analysis expresses heart rate as a function of frequency and focuses on the hidden cyclical nature in a series of changing RR intervals. The measured magnitude and frequency of these oscillations allows to calculate the power spectral density (PSD). Then it is divided into three main spectral components (Figure 1.12) and the power of each band is calculated by integrating the PSD within the limits of the band which were standardized by the American Heart Association and the European Society of Cardiology in 1996. The recordings should be at least 5 min long for frequency-domain HRV calculation (Malik et al., 1996).
There are three main spectral components used for HRV analysis but only two have physiological importance in short-term HRV (low frequency and high frequency) (Sayers, 1973; Hirsh, Bishop, 1981; Akselrod et al., 1985; Pagani et al., 1986; Akselrod et al., 1981; Malliani et al., 1991):

- **VLF Power** – very low frequency power in a range of 0–0.04 Hz. The physiological explanation of VLF is not defined and specific physiological processes attributable to it are not clearly known. In other words, VLF does not correlate with any known physiological rhythms (Malik et al., 1996; Oweis, Al-Tabbaa, 2014). Basically, the VLF band is defined as noise and VLF calculation for short-term recordings is questionable (Malik et al., 1996).

- **LF Power** – low frequency power in a range of 0.04–0.15 Hz. LF component reflects the sympathetic activity (Akselrod et al., 1985; Sands et al., 1989); however, there are statements that the LF component reflects both (sympathetic and parasympathetic) systems (Akselrod et al., 1981; Montano et al., 1994). For a normal subject, vasomotor oscillations cause a peak in the LF band at about 0.1 Hz.

- **HF Power** – high frequency power in a range of 0.15–0.4 Hz. HF component reflects the parasympathetic activity (Akselrod et al., 1985; Pomeranz et al., 1985; Kamen et al., 1996) and is related to changes in respiration and blood pressure. For a normal subject, respiration causes a peak in HF band at about 0.3 Hz.

Other frequency-domain parameters can be calculated using the following parameters (VLF, LF, and HF):

- **TP** – the total power in a range of 0–0.4 Hz is a sum of VLF, LF, and HF:
  \[ TP = VLF + LF + HF \]  
  (1.7)

5 min TP mainly reflects the overall autonomic activity (both sympathetic and parasympathetic). The clinical meaning of TP is similar to SDNN.
• **LF/HF ratio** – the ratio between power in LF and HF bands:

\[
LF / HF \text{ ratio} = \frac{LF}{HF}
\] (1.8)

LF/HF ratio reflects the interactions of sympathetic and parasympathetic systems, in other words, shows which part of ANS dominates (Pagani et al., 1986; Malliani et al., 1991; Sloan et al., 1994).

• **LF norm and HF norm** – normalized low and high frequency is a ratio of the absolute LF and HF values and the difference between TP and VLF:

\[
LF \text{ norm} = \frac{LF}{TP - VLF} \times 100\%
\] (1.9)

\[
HF \text{ norm} = \frac{HF}{TP - VLF} \times 100\%
\] (1.10)

LF norm and HF norm are interdependent and LF norm can be calculated as 1-HF norm and vice versa. The normalization of LF and HF minimizes the effects of noise (effect of changes in VLF) and emphasizes the changes in sympathetic regulation (LF norm) and parasympathetic regulation (HF norm). LF norm and HF norm can be calculated in percentage as well. The parameters LF norm and HF norm are useful when the effects of different interventions are evaluated for the same subjects or when subjects with major differences are compared in TP (Montano et al., 1994).

Previous studies have shown that there exists an approximate correlation between the time-domain and frequency-domain parameters (Malik et al., 1996; Oweis, Al-Tabbaa, 2014) and both of these measures can contribute to a more accurate evaluation of HRV (Table 1.4).

**Table 1.4.** Approximate correspondence of time-domain and frequency-domain methods used in HRV evaluation (Malik et al., 1996; Oweis, Al-Tabbaa, 2014)

<table>
<thead>
<tr>
<th>Time-domain</th>
<th>Frequency-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDNN</td>
<td>TP</td>
</tr>
<tr>
<td>RMSSD</td>
<td>HF</td>
</tr>
<tr>
<td>NN50</td>
<td>HF</td>
</tr>
<tr>
<td>pNN50</td>
<td>HF</td>
</tr>
</tbody>
</table>
1.7. Blood pressure variability analysis

Blood pressure is one more hemodynamic parameter whose variability is used in clinical practice as well (Table 1.5). A few types of changes in BP fluctuations within a short term (24-hour) period are noteworthy (Table 1.6) (Mancia, 2012).

**Table 1.5.** Methods of measurement, prognostic relevance, and proposed mechanisms of very short term BPV (Parati et al., 2013a)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Very short term BPV (beat-to-beat)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method of BP measurement</td>
<td>Continuous BP recordings in a laboratory setting or under ambulatory conditions</td>
</tr>
<tr>
<td>Time intervals</td>
<td>Beat-to-beat over various recording periods (1 min to 24 hours)</td>
</tr>
<tr>
<td>Advantages</td>
<td>Assessment of indices of autonomic cardiovascular modulation</td>
</tr>
<tr>
<td>Disadvantages</td>
<td>Stability of measurements might not be guaranteed outside controlled environment</td>
</tr>
<tr>
<td>Indices of BPV</td>
<td>SD</td>
</tr>
<tr>
<td></td>
<td>Indices of autonomic modulation can be calculated (via spectral analysis)</td>
</tr>
<tr>
<td>Proposed mechanisms</td>
<td>Increased central sympathetic drive</td>
</tr>
<tr>
<td></td>
<td>Reduced arterial / cardiopulmonary reflex</td>
</tr>
<tr>
<td></td>
<td>Humoral and rheological factors</td>
</tr>
<tr>
<td></td>
<td>Behavioural / emotional factors</td>
</tr>
<tr>
<td></td>
<td>Activity / sleep</td>
</tr>
<tr>
<td></td>
<td>Ventilation</td>
</tr>
<tr>
<td>Prognostic relevance of</td>
<td>Subclinical organ damage*</td>
</tr>
<tr>
<td>Cardiac and renal outcomes</td>
<td>Cardiovascular events and mortality? **</td>
</tr>
<tr>
<td></td>
<td>Renal outcomes? **</td>
</tr>
</tbody>
</table>

*cardiac, vascular, and renal subclinical organ damage
**BPV on a beat-to-beat basis has not been routinely measured in population studies

**Table 1.6.** Blood pressure fluctuation intervals (Mancia, 2012)

<table>
<thead>
<tr>
<th>Short-term BPV</th>
<th>Long-term BPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beat-to-beat</td>
<td>Days</td>
</tr>
<tr>
<td>Minute-to-minute</td>
<td>Weeks</td>
</tr>
<tr>
<td>Hour-to-hour</td>
<td>Months</td>
</tr>
<tr>
<td>Day-to-night</td>
<td>Seasons</td>
</tr>
<tr>
<td></td>
<td>Years</td>
</tr>
</tbody>
</table>

Variations in BP are not random, rather, they are a result of complex interactions between the intrinsic mechanisms of cardiovascular regulation, behavior factors, and extrinsic environment. It is thought that hypertension largely depends on mean BP, however, previous studies showed that the results might depend on BPV; the results also showed that the increment of BPV in short-term and long-term are related to the severity, development, and progression of cardiac, vascular, and renal damage, as well as with an increased incidence of cardiovascular events and
mortality. A large study in 2010 showed that visit-to-visit BPV is related to cardiovascular morbidity and can be used for prediction (Rothwell et al., 2010). Several studies showed that the contribution of humoral, neural, and environmental factors are related to BPV (Mancia et al., 1986; Conway et al., 1984; Schillaci et al., 2012; Mancia, Grassi, 2000) and these factors are inseparably intertwined. The variations of BP variations in very short (beat-to-beat) and short (within a 24-hour period) term mainly reflect:

- Influences of autonomic (central and reflex) modulation, (an increase of central sympathetic drive and decrease of arterial and cardiopulmonary reflexes) (Mancia et al., 1986; Conway et al., 1984; Parati et al., 1995);
- The elastic properties of arteries (a decrease of arterial compliance) (Parati et al., 2006; Kotsis et al., 2011; Fukui et al., 2013);
- The diverse nature and duration effects of humoral (bradykinin, insulin, angiotensin II, endothelin-1, nitric oxide), rheological (blood viscosity), and emotional factors (psychological stress) (Parati et al., 2013a).

Behavioral influences, such as changes in posture, sleep, and physical activity can cause significant variations of BP over a 24-hour period (beat-to-beat and day-to-night) (Mancia et al., 1983; Parati et al., 1987; Parati et al., 1998). Spontaneous and rhythmic fluctuations of BP appear as well, regardless of behavior impacts throughout the day and night because the influencers of BP originate in the central nervous system and various factors act, for example, Mayer waves (10-second period waves) (Parati et al., 1995; Parati et al., 1990). Fluctuations in blood pressure also occur in response to mechanical forces which are generated by ventilation. All types of BP variation (induced by behavior, changes in body position or movements of the thorax due to ventilation) are modulated by arterial and cardiopulmonary reflexes, and reduced efficacy can cause increases in BPV (Figure 1.13). The detection of beat-to-beat BP fluctuations (BPV) can help to select antihypertensive drugs for hypertensive patients because the low frequency spectral component of the elevated BPV can show an increased modulation of the sympathetic vascular tone and the response to sympatholytic drugs (Stauss, 2007).

For the general population, blood pressure falls during sleep by about 10–20% of day-time values (Friedman, Logan, 2009); this is also referred to as “dipping”. However, there are some other cases in changes of blood pressure during night, for example, “risers” or “inverted dippers”, when the BP increases during sleep, “extreme dippers”, when the BP falls by more than 20% of the day-time BP (Pickering et al., 2005), “non-dippers”, when the BP does not change significantly during sleep but the mean BP is higher (Pickering et al., 2005). The aforementioned changes in blood pressure occur because:

- Activity of the sympathetic nervous system increases during the night (Narkiewicz et al., 2002);
- Ability of the renal sodium excretion decreases (Fujii et al., 1999);
• Salt sensitivity (Verdecchia et al., 1993);
• Leptin and insulin resistance;
• Changes in breathing patterns during sleep, for example, sleep apnea (Haynes, 2005);
• Endothelial dysfunction (Quinaglia et al., 2011);
• Glucocorticoid use (Holt-Lunstad, Steffen, 2007).

The factors which are possibly responsible for 24-hour BPV are shown in Figure 1.14.

Figure 1.13. Short-term BPV: determinants, and prognostic relevance for cardiovascular and renal outcomes. *Assessed in laboratory conditions; ‡vascular, cardiac, and renal subclinical organ damage; §beat-to-beat BPV has not been routinely measured in population studies (adopted from Parati et al., 2013a)

Figure 1.14. Factors related to the 24-hour BPV. “+” – stimulating factors of BPV; “-” – inhibiting factors; “?” – indicates that there is no compelling evidence (adopted from Mancia, 2012)
Continuous BP recording is needed to accurately assess the short-term BPV within a 24-hour period, and using these recordings calculate the standard deviation (SD) of the mean systolic, diastolic, and arterial blood pressure values over 24 hours (Mancia et al., 1993). The day-time and night-time recordings can be analyzed separately (Mancia et al., 1993), using the SD parameter for excluding day-to-night BP changes (Bilo et al., 2007). The coefficient of variation (normalized measure of BPV) can be calculated as well (Parati et al., 2013a):

\[
CV = \frac{SD_{BP}}{mean_{BP}}
\]

where \(CV\) – coefficient of variation; \(SD_{BP}\) – standard deviation of BP.

Another parameter which focuses on short-term (beat-to-beat) BPV is spectral analysis, which allows to estimate the relative contribution of neurohumoral systems to BP regulation (Stauss, 2007). These spectral parameters are not intended for the “dipping” phenomenon, however, it has been demonstrated that these parameters are better predictors of cardiovascular risk and organ damage than the 24-hour SD of blood pressure (Bilo et al, 2007; Mena et al., 2005; Stolarz-Skrzypek et al., 2010). Slow BP level fluctuations between day and night can be used to identify daily BP variation patterns. A cardiovascular prognosis can be made based on these BP variation patterns (Verdecchia et al., 1993; Boggia et al., 2007; Hansen et al., 2011; Lurbe et al., 2002; Verdecchia et al., 2012).

1.8. Algorithms for estimating pulse arrival time

Literature describes many algorithms for estimating pulse arrival time. The majority of algorithms use the R wave of an ECG as the beginning point of PAT, meanwhile, the end point of PAT is defined ambiguously.

There are a few locations in the PPG signal wave which are used as the end point of PAT (Rapalis et al., 2014). The PPG signal is not resistant to noise and its quality depends on the conditions of measurement and on the subject (Allen, 2007; Elgendi, 2012). Usually the artifacts of a PPG signal are related to motion but there are physiologic artifacts as well, such as respiration. For this reason, band-pass filtering of the PPG signal is required, the low cut-off frequency being about 0.5 Hz and high – about 10 Hz (or lower) (Mukkamala et al., 2015). PAT estimation algorithms can be divided into two groups: time-domain and time-frequency algorithms (Figure 1.15), both of which are described in more detail in the following sections.
Figure 1.15. A classification of PAT estimation algorithms

1.8.1. Time-domain algorithms

**Algorithms based on the extremes of the wave**

PAT estimation algorithms based on the extremes of the wave calculate PAT as the time delay between the R peak of an ECG and the minimum or maximum point of PPG in the same cardiac cycle (Figure 1.16 a).

![Figure 1.16](image)

**Figure 1.16.** Different PAT definitions: PAT between the R peak of an ECG and the extremum point of a PPG. (PAT<sub>f</sub> – PAT in which the end point is the minimum (foot) of PPG, PAT<sub>p</sub> – PAT in which the end point is the maximum (peak) of PPG) a); PAT between the R peak of an ECG and the peak of the 1<sup>st</sup> or 2<sup>nd</sup> derivative of a PPG (PAT<sub>1d</sub> – PAT in which the end point is the peak of 1<sup>st</sup> derivative of a PPG, PAT<sub>2d</sub> – PAT in which the end point is the peak of 2<sup>nd</sup> derivative of a PPG) b)
Usually a band-pass filter is used to reduce the noise in the PPG signal, however, wavelets can be used for signal filtration as well (Sahoo et al., 2011). Then the pre-processing (noise reduction) algorithms search for the maximum (peak) or minimum (foot) point of a PPG or BP signal cycle. The PAT estimation algorithm based on the maximum point of a PPG is used rather frequently (Cattivelli, Garudadri, 2009; Wong et al., 2009a; Wu et al., 2012; Muehlsteff et al., 2012; Ma, 2014; Younessi et al., 2014; Špulák et al., 2011) as well as the algorithm based on the minimum point of a PPG (Cattivelli, Garudadri, 2009; Wong et al., 2009a; Muehlsteff et al., 2012; Chen et al., 2000; Ahlstrom et al., 2005; Muehlsteff et al., 2012; Chen et al., 2000; Ahlstrom et al., 2005; Špulák et al., 2011). The maximum and minimum points of the BP signal coincide with the systolic and diastolic pressure (respectively) (Cattivelli, Garudadri, 2009; Vardoulis et al., 2013).

The algorithms based on the extremes of the wave have some modifications as well. For example, the end point of PAT in the PPG signal is where the amplitude rises 10% or 90% from the amplitude of the obtained foot point (Teng et al., 2004; Špulák et al., 2011).

**Algorithms based on derivatives**

PAT estimation algorithms based on derivatives calculate PAT as the time delay between the R peak of an ECG and the characteristic points of PPG derivative in the same cardiac cycle. After the pre-processing (noise reduction), algorithms search for the peak of the first or second derivative of a PPG or BP signal (Figure 1.16 b). PAT estimation algorithm based on the peak of the first PPG derivative, here called as the classical algorithm for PAT estimation, is most commonly used (Cattivelli, Garudadri, 2009; Wong et al., 2011; Teng et al., 2004; Vardoulis et al., 2013; Masè et al., 2011; Gesche et al., 2012; Wibmer et al., 2014; Špulák et al., 2011) although the algorithm based on the peak of the second PPG derivative is sometimes used as well (Kazanavicius et al., 2005; Teng et al., 2004; Ye et al., 2010). The peak of the second PPG (or BP) derivative approximately shows a location of the foot point of a PPG (or BP) signal.

PAT estimation algorithms based on derivatives have some modifications as well. In this case, the end point of PAT is the point of the PPG derivative whose amplitude rises by 30% of the PPG derivative peak amplitude (Sugo et al., 2010).

The second derivative of a PPG is very sensitive to interference. The noise can be unnoticeable in the first derivative of the PPG signal but it is obvious in the second derivative. For this reason, sometimes before locating the peak of the second derivative it is necessary to smooth the signal using the triangular moving average filter (Kazanavicius et al., 2005).

**Algorithms based on tangents**

PAT estimation algorithms based on tangents calculate the PAT as the time delay between the R peak of an ECG and a characteristic point of a PPG (or BP signal) which is determined by one or more tangents. After the pre-processing (noise reduction), algorithms based on tangents use two tangents on the PPG (or BP signal) wave and the end point of PAT is the characteristic point where these tangents intersect (Figure 1.17 a). The first tangent is a line which tangentially passes through
the peak of the first PPG (or BP signal) derivative. The second tangent line passes through the foot (minimum) point of a PPG (or BP signal) and is parallel to the x (time) axis (Hey et al., 2009; Vardoulis et al., 2013).

![Figure 1.17](image)

**Figure 1.17.** Different PAT definitions: PAT estimation between the R peak of an ECG and a characteristic point of a PPG (or BP signal) where two tangent lines intersect a); or tangent line and line intersect b)

This PAT estimation algorithm is also modified. The end point of PAT is the characteristic point where the tangent and line intersect (Figure 1.17 b). The first straight line is drawn through the maximum point of the first PPG (or BP signal) derivative and five points below it. The second straight line, using the least square method, passes through the PPG points which are at the R peaks of the ECG (Kazanavicius et al., 2005).

**Diastole-patching algorithm**

The diastole-patching algorithm (PATdp) is based on template fitting and calculates PAT as the time delay between the R peak of an ECG and characteristic points of a PPG (or BP signal) in which the template and PPG signal have a lower sum of square differences (SSD). These characteristic points correspond with the foot point of a PPG (or BP signal). The template size is always the same and is selected using the location of the minimum of a PPG (or BP signal) and the maximum of the first derivative of a PPG (or BP signal) (Figure 1.18 a). The template moves through the PPG (or BP) signal, SSD is calculated in each point and the foot point is considered to be where the SSD is minimized (Figure 1.18 b) (Vardoulis et al., 2013).
Figure 1.18. Diastole-patching PAT estimation algorithm: selection of template a); and PAT estimation between the R peak of an ECG and the foot point of a PPG (or BP signal) which is estimated using the template b) (Vardoulis et al., 2013)

Other algorithms

This PAT estimation algorithm calculates PAT as the time delay between the R peak of an ECG and a characteristic point of a PPG (or BP signal) which is determined by two intersecting straight lines. After the pre-processing (noise reduction), this algorithm uses two straight lines on the PPG (or BP signal) wave, and the end point of PAT is the characteristic point where these lines intersect. The first straight line passes through two points: the first point is the R peak in the PPG (or BP) signal, the second point is 2/5 of the whole RR interval before R peak. The second straight line passes through the peak of the first PPG (or BP signal) derivative and five points below it (Figure 1.19 a) (Kazanavicius et al., 2005).

Another algorithm is the foot approximation algorithm which calculates the PAT as the time delay between the R peak of an ECG and a characteristic point (foot point) of a PPG (or BP signal) in the same cardiac cycle. After the pre-processing (noise reduction), it is necessary to determine a search interval between the R peak of an ECG and the peak of the first PPG (or BP signal) derivative. Then the search interval is divided into ten parts; the least square method is used and straight lines are drawn through the values of these ten parts. The average of the starting point of the current and the end point of the previous straight lines is calculated. A sequence of average abscissa values is fit with a cubic polynomial and the foot point of the signal is the point of the least value (Figure 1.19 b) (Kazanavicius et al., 2005).
1.8.2. Time-frequency algorithms

**Algorithm based on wavelet analysis**

PAT estimation algorithms based on wavelet analysis calculates the PAT as the time delay between the R peak of an ECG and a characteristic point (peak) of a PPG extracted using wavelet analysis in the same cardiac cycle. A function of one variable is decomposed in the 2D time-frequency space using continuous wavelet transformation. The complex Morlet wavelet is used in this algorithm because it allows to calculate the modulus and phase of wavelet decomposition. The frequency of oscillation which produces the highest energy at each time (local dominant frequency) is detected using the information from the modulus and phase. The means of correlation and phase shift of oscillations between two signals are calculated as well. After the wavelet analysis, the pulse arrival time is calculated from the phase shift between the ECG and PPG signals at the dominant frequency (which corresponds to the heart rate) (Allen et al., 2013):

\[
PAT = \frac{\Delta \phi(v_d, \tau)}{2\pi v_2}
\]

where, \(\Delta \phi\) – phase shift; \(v_d\) – local dominant frequency; \(\tau\) – time.

**Algorithm based on Hilbert-Huang transform**

PAT estimation algorithm based on the Hilbert-Huang transform calculates PAT as the time delay between the R peak of an ECG and a characteristic point (peak) of a PPG in the same cardiac cycle. The Hilbert-Huang transform (HHT) is used to process ECG and PPG signals to obtain the intrinsic mode functions (IMF) and to determine the R peaks of an ECG signal and the peaks of a PPG signal. The IMFs are obtained using the empirical mode decomposition (EMD). A new ECG signal (without noise) is reconstructed by ignoring the IMFs, which are related
to noise, and the R peaks can be easily detected. In order to improve peak detection, each IMF of the PPG signal is compared with the rebuilt signal and it has been noticed that the third IMF of a PPG shows better performance. Pulse arrival time can be estimated after the peaks have been detected (Figure 1.20) (Zhang et al., 2009).

![Figure 1.20](image)

**Figure 1.20.** PAT estimation algorithm based on the Hilbert-Huang transform where PAT is between the R peak of an ECG and the peak of the rebuilt PPG: original ECG and PPG signals a); rebuilt ECG and IMF C3 of PPG b) (adopted from Zhang et al., 2009)

1.8.3. A comparison of PAT estimation algorithms

2000 proximal and distal pressure waveform signals were simulated and distorted with white noise (five different levels of SD white noise) and the baseline wander artifact (generated using linear positive offset). The time-domain algorithms (based on the minimum of the wave, the maximum of the first and second derivatives, the tangents, and the diastole-patching algorithm) were tested (Vardoulis et al., 2013). The investigation shows that the diastole-patching algorithm is the most accurate and precise and varies the least in comparison with other time-domain PAT estimation algorithms. Pulse wave velocity estimated with diastole-patching algorithms are the most accurate and in agreement with real, analytic PWV when compared to other time-domain algorithms (Table 1.7.) (Vardoulis et al., 2013). PAT was estimated using unfiltered (distorted) simulated waveform signals, therefore, the results might be distorted.
Table 1.7. A comparison of time-domain PAT estimation algorithms: correlation, agreement, accuracy, and precision between real (determined analytically) and estimated PWV (Vardoulis et al., 2013)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>CD 1</th>
<th>ICC 2</th>
<th>MD 3, m/s</th>
<th>SD of MD, m/s</th>
<th>CV 4, %</th>
<th>RMSE 5, m/s</th>
<th>Limits of Agreement, m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>0.978</td>
<td>0.864</td>
<td>0.834</td>
<td>0.348</td>
<td>8.376</td>
<td>0.904</td>
<td>0.15; 1.52</td>
</tr>
<tr>
<td>Maximum 1st derivative</td>
<td>0.977</td>
<td>0.445</td>
<td>-1.743</td>
<td>0.605</td>
<td>21.155</td>
<td>1.845</td>
<td>-0.53; -2.95</td>
</tr>
<tr>
<td>Maximum 2nd derivative</td>
<td>0.982</td>
<td>0.666</td>
<td>-1.205</td>
<td>0.433</td>
<td>13.999</td>
<td>1.280</td>
<td>-0.34; -2.07</td>
</tr>
<tr>
<td>Tangential</td>
<td>0.997</td>
<td>0.786</td>
<td>-0.919</td>
<td>0.335</td>
<td>10.366</td>
<td>0.978</td>
<td>-0.26; -1.57</td>
</tr>
<tr>
<td>Diastole-patching</td>
<td>0.990</td>
<td>0.977</td>
<td>-0.261</td>
<td>0.176</td>
<td>2.844</td>
<td>0.315</td>
<td>0.09; -0.61</td>
</tr>
</tbody>
</table>

1CD – coefficient of determination; 2ICC – intraclass correlation coefficient; 3MD – mean difference; 4CV – coefficient of variation; 5RMSE – root mean square error.

Using simple (time-domain or time-frequency) algorithms to estimate PAT, values might be unreliable when the PPG signal is noisy (Mukkamala et al., 2015). For this reason, the estimation of foot and peak points of PPG or BP signals is not an easy task. Figure 1.21 shows a BP signal with and without a reflection wave (Figure 1.21 a and b, respectively); the foot region can be long and flat (Figure 1.21 c) and additional noise can be visible in the signal as well (Kazanavicius et al., 2005).

![Figure 1.21. BP signal with artifacts and noise: foot interval with a reflection wave a); foot interval without a reflection wave b); foot interval close-up c) (adopted from Kazanavicius et al., 2005)](image)

Almost all definitions of PAT are high quality PPG signal with clearly visible fiducial points on the waveform. However, there are cases when PPG signals are noisy under certain conditions, which is especially visible when the subject or the PPG probe moves. Also in some non-stationary cases, the amplitude of a PPG
signal changes considerably, for example, during a deep inspiratory gasp (Figure 1.22 a) (Allen et al., 2013) or an orthostatic test (Figure 1.22 b) (Rapalis et al., 2014).

Figure 1.22. A PPG signal in non-stationary cases: deep inspiratory gasp (the beginning of a gasp is marked by a vertical dashed line) a), and orthostatic test b)

1.9. Conclusions of the chapter

1. Pulse arrival time is an important physiological parameter which relates to the cardiovascular system (blood pressure and other parameters). There are a lot of algorithms for estimating pulse arrival time but a noise resistant algorithm does not yet exist, although is especially needed when research is carried out in non-stationary conditions.

2. An ECG (R waves) recording is needed to evaluate the HRV and this technique requires to stick electrodes on the body, as opposed to PPG recording, where electrodes are not necessary. Therefore, the PPG technique is more convenient for evaluating the ANS status.

3. For short-term BPV evaluation, a continuous (beat-to-beat) BP recording is needed but this technique is used only in laboratories or under ambulatory conditions. The devices currently in use for continuous BP measurement require a doctor’s care (invasive continuous BP devices), are uncomfortable to wear and use (non-invasive continuous BP devices) because they are based on cuff calibration. Therefore, new methods, estimators, and parameters which are related to BP and its variability are necessary.

4. Multimodal physiological signals (ECG and PPG) are strongly associated with physiological processes of the body and are used for its evaluation.

5. Heart rate and blood pressure variability are influenced by many factors (age, gender, heart disease, neurological disease, drugs/medications, bad habits, exercise, and other). HRV and BPV are related to an increased risk of cardiovascular events and can be used for assessing the state of the cardiovascular system.
2. PROPOSED ALGORITHMS AND SOLUTIONS FOR ESTIMATING PULSE ARRIVAL TIME AND EXTRACTING INSTANTANEOUS FREQUENCY

This chapter describes the conception of short-term heart rate and blood pressure variability estimation (section 2.1). The proposed system consists of solutions and algorithms for estimating pulse arrival time (section 2.2) and extracting instantaneous frequencies (section 2.3). The conclusions of the chapter are provided in section 2.4.

2.1. Conception of the system

This section describes the conception of short-term heart rate and blood pressure variability evaluation system. A block scheme of the proposed system is presented in Figure 2.1. The system consists of:

- Data (physiological signals – BP, ECG, and PPG);
- Parameter estimation algorithms: blood pressure (systolic and diastolic) estimation algorithm, R-R interval estimation algorithm, pulse arrival time estimation algorithm (Rapalis et al., 2014), and instantaneous PPG frequency extraction algorithm (Rapalis et al., 2016);
- Statistical analysis (variability analysis and variability comparison).

Each algorithm can be used separately or combined into a system which can evaluate short-term heart rate and blood pressure variability. This section also describes additional algorithms and statistical analysis.

![Figure 2.1. The conception of the proposed HR and BP variability evaluation system](image)

The proposed algorithm for estimating pulse arrival time (PATht) is based on the narrowband band-pass filtration, Hilbert transform, and instantaneous phase shift estimation. The PPG signal is not resistant to noise, therefore, narrowband band-pass filtration and other steps allow to minimize noise in the PPG signal and estimate
the PAT more accurately. The proposed PAT estimation algorithm is noise-resistant and can be used not only at rest but also in non-stationary conditions.

The algorithm for extracting instantaneous PPG frequencies (IFe) is based on ensemble empirical mode decomposition and direct quadrature. Two instantaneous frequencies from two intrinsic mode functions (which have the highest correlation to PPG waveform) are extracted from the PPG signal (Janušauskas et al., 2013).

The proposed PATht algorithm requires two synchronously recorded physiological signals (ECG and PPG), meanwhile the IFe algorithm requires only the PPG signal. Any ECG lead can be used to estimate R waves, however, they should be estimated accurately. The intervals between successive R waves of the ECG (RRI) were detected using a modified Pan-Thompkins algorithm (Hamilton, Tompkins, 1986). The PPG signal can be recorded from any standard places on the body, such as the finger or forehead. PATht and IFe algorithms allow to evaluate the processes of an organism, for example, the body’s condition and the possibilities of adaptation to external impacts. Each of the proposed algorithms and solutions are described in more detail in the following sections.

Systolic and diastolic BP of each cardiac cycle were defined by the values of the frontal foot and the first peak of the BP signal. The variability was analysed using the variability techniques and parameters described in sections 1.6 and 0. Variability comparison is presented with the results in Chapter 4.

2.2. The algorithm for estimating Pulse Arrival Time

The proposed algorithm for estimating pulse arrival time (PATht) is based on narrowband band-pass filtration, auxiliary ECG signal creation, amplitude normalization, Hilbert transform, and instantaneous phase shift estimation. A block diagram of the PAT estimation algorithm is shown in Figure 2.2. Each of the processing blocks is described below.

![Figure 2.2. A block diagram of the PATht pulse arrival time estimation algorithm](image)

2.2.1. Pre-processing and auxiliary ECG signal

In order to eliminate high-frequency components from the PPG signal and minimize the number of peaks in a PPG cycle, raw PPG signal \( x(t) \) was filtered with a narrowband Butterworth band-pass filter (order 4, cut-off frequencies of 0.2 and 3 Hz).
3 Hz). The PPG signal after filtration $x_f(t)$ is almost a monocomponent signal (Figure 2.3).

Figure 2.3. Processing of PPG signals: PPG signals after classical Butterworth band-pass filter (0.4–27 Hz) a), and after narrowband Butterworth band-pass filter (0.2–3 Hz) b)

The processing of an ECG signal $y(t)$ started with the removal of noise and artifacts (muscle activity, baseline drift and other) by using the Butterworth band-pass filter (order 4, cut-off frequencies of 0.4 and 45 Hz). In the next stage, R waves $r_N$ were detected using a modified Pan-Thompkins algorithm with an adaptive threshold (Hamilton, Tompkins, 1986). An auxiliary signal $a(t)$ was generated by assigning 1 to time indices of the detected R waves $r_N$, -1 in the middle of RR interval, and 0 to the rest of the samples:

$$a(t) = \begin{cases} 
1, & t = r_N \\
-1, & t = (r_N + r_{N+1})/2 \\
0, & t \neq r_N \& t \neq (r_N + r_{N+1})/2
\end{cases} \quad (2.1)$$

where $r_N$ are the locations of ECG R waves.

A harmonic ECG signal was synthesized using a cubic spline interpolation through unit pulses:

$$A(t) = a_0 + a_1 t + a_2 t^2 + a_3 t^3 \quad (2.2)$$

where $a_0, a_1, a_2, a_3$ are coefficients.

The generated monocomponent ECG signal $A(t)$ produces an instantaneous frequency equal to the instantaneous heart rate (Figure 2.4).
2.2.2. Amplitude normalization of the extracted monocomponent signals

The amplitude normalization was implemented for both extracted monocomponent PPG $x_f(t)$ and ECG $A(t)$ signals. The normalization consists of an iterative process of Hilbert transform (signal envelope calculation) and the cubic spline interpolation between the peaks (defined in 2.2). The Hilbert transform is a convolution of signals $x_f(t)$ and $A(t)$ with signal $1/\pi t$ and defined by:

$$H[x_f(t)] = x_f(t) * \frac{1}{\pi t} = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{x_f(\tau)}{t-\tau} d\tau$$

$$H[A(t)] = A(t) * \frac{1}{\pi t} = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{A(\tau)}{t-\tau} d\tau$$

Signals $X_n(t)$ and $Y_n(t)$ after cubic spine interpolation were divided by the input signal $x_f(t)$ and the process was repeated until all peak amplitudes of the normalized signal were either 1 or -1. The result of this processing is normalized “quasi” monocomponent PPG $X(t)$ and ECG $Y(t)$ signals with a frequency equal to the instantaneous heart rate (Figure 2.5).

Figure 2.4. The processing of ECG signals: ECG signals a), an auxiliary ECG signal (dotted line) and an auxiliary ECG signal after cubic spline interpolation (line) b)

Figure 2.5. Filtered ECG a) and PPG b) signals (bold line) and their fundamental frequency components: $X(t)$ and $Y(t)$ (thin line)
2.2.3. Hilbert transform and instantaneous phase shift estimation

Hilbert transform is a convolution of signals $X(t)$ and $Y(t)$ with signal $1/\pi t$ in which the phase angle of all signal components is shifted by $\pm 90^\circ$ (defined in eq. 2.3). Therefore, using the Hilbert transform both ECG and PPG monocomponent signals were transformed to analytic signals:

$$
H_{xy}(t) = v_{ECG}(t) + iu_{ECG}(t) 
$$

$$
H_{xy}(t) = v_{PPG}(t) + iu_{PPG}(t) 
$$

The instantaneous phase shifts between ECG $H_{xy}(t)$ and PPG $H_{xy}(t)$ components which are equivalent to PAT evolution in time were calculated by the following relation (Zielinski, 1996):

$$
\text{PAT}(t) = \frac{\Delta \varphi(t)}{2\pi} = \frac{\arctg \left( \frac{\mathbb{I} \left[ v_{ECG}(t) \cdot v_{PPG}^*(t) \right]}{\mathbb{R} \left[ v_{ECG}(t) \cdot v_{PPG}(t) \right]} \right)}{2\pi} \tag{2.7}
$$

where $\varphi(t)$ is instantaneous phase shift; $v_{ECG}(t)$ and $v_{PPG}(t)$ – components of ECG and PPG analytic representation after Hilbert transform.

2.3. The instantaneous PPG frequency extraction algorithm

The proposed algorithm for instantaneous PPG frequency extraction (IFe) is based on the ensemble empirical mode decomposition (EEMD) and direct quadrature. The hypothesis of this algorithm is that the extracted instantaneous PPG frequencies reflect the speed of PPG signal change and can be used to estimate heart rate and blood pressure variability. A block diagram of the IF extraction algorithm is shown in Figure 2.6. Each of the processing blocks is described below.

![Figure 2.6. A structural scheme of instantaneous PPG frequency extraction algorithm](image)

2.3.1. Pre-processing

In order to remove physiological artefacts and reduce measurement errors which occur for conditions of measurement, band-pass filtering of the PPG signal is required. Band-pass filtering also reduces EEMD performance time because less components (modes) are extracted when the PPG signal has less noise thus the first (higher) modes (noise modes) are extracted faster. Raw PPG signal $x(t)$ was filtered using the Butterworth band-pass filter (order 4); low and high cut-off frequencies (0.5 and 14 Hz, respectively) were chosen based on literature (Mukkamala et al., 2015).
2.3.2. Ensemble empirical mode decomposition

The empirical mode decomposition decomposes a signal into locally narrow band oscillating components called intrinsic mode functions (IMFs) (Huang et al., 1998). A block diagram of the EMD algorithm is shown in Figure 2.7.

![Figure 2.7. A structural scheme of empirical mode decomposition. $s(t)$ is input signal (dashed line); $IMF_n(t)$ – output signal – instantaneous frequency](image)

The IMFs are monocomponent signals which are needed to extract instantaneous frequencies. The IMFs result from an iterative procedure consisting of extrema identification and "sifting". The observed signal $s(t)$ constitutes the input to sifting, and $s_{i,k}(t)$ defines a component of the sifting process ($i$ denotes iteration number, $k$ – sifting component). The procedure is initialized with $s_{1,1}(t) = s(t)$. The following steps define sifting:

1. The local minima and maxima of $s_{i,k}(t)$ are determined.
2. The lower and upper envelopes are determined by interpolation of $s_{i,k}(t)$ between the local maxima and minima, respectively.
3. The mean value $m_{i,k}(t)$ of the resulting upper and lower envelopes is computed and subtracted from $s_{i,k}(t)$ so that the next component of sifting is defined by:

$$S_{i,k+1}(t) = s_{i,k}(t) - m_{i,k}(t)$$  \hspace{1cm} (2.8)

4. The component $S_{i,k+1}(t)$ is checked against the following IMF conditions and if they are not met, sifting continues (steps 1 through 3 are repeated with $k=k+1$). Condition No. 1: an IMF, by definition, is symmetric in time and has a number of extrema and zero crossings which must be equal or, at most, differ by one. Condition No. 2: the mean value of the envelopes defined by the local maxima and the local minima must be zero at all times.
5. The steps above are repeated until the two conditions are met; the resulting IMF is denoted as $IMF_n(t)$. To quicken the procedure, certain stop criteria could be used, for example, by relaxing the second IMF condition allowing certain deviation from zero or by limiting the number of sifting steps. It is obvious that in both cases the sifting result will differ to a certain extent.
from the "true" IMF and should be used with caution. The next sifting process starts after the subtraction of $IMF_n(t)$ from the signal $s_{i,1}(t)$ so the resulting signal $r_i(t)$ is the input to the successive sifting process:

$$r_i(t) = s_{i,1}(t) - IMF_n(t) \quad (2.9)$$

$$S_{i+1,1}(t) = r_{i,1}(t) \quad (2.10)$$

This process is repeated until the residual $r_N(t)$ has less than 3 extrema, which means that all IMFs have been extracted. The observed signal $s(t)$ can be expressed as a sum of IMFs and the residual $r_N(t)$,

$$S(t) = \sum_{i=1}^{n} IMF_n(t) + r_N(t) \quad (2.11)$$

The EMD process can be understood as a step-by-step extraction of the locally highest frequency oscillation of the signal, progressively forming the low-pass intrinsic mode functions.

The empirical mode decomposition often has a specific shortcoming called mode mixing when very different momentary frequencies are present at the same scale or very close frequencies are present in a few scales. The modification of EMD called ensemble empirical mode decomposition method has been proposed to overcome the problem of mode mixing (Figure 2.8) (Wu, Huang, 2009; Yen et al., 2010; Tsui et al., 2010).

**Figure 2.8.** A structural scheme of ensemble empirical mode decomposition. $k$ – number of realizations, $k = 1...N/2$; $i$ – number of IMFs realizations, $i = 1...N$; $j$ – number of modes, $j = 1...N$

EEMD defines the true IMF components as the mean of ensemble of trials, each consisting of the signal $S(t)$ plus white noise $\eta(t)$ of a finite amplitude. According to this approach, the realization of artificial white noise is added to the analyzed signal and then the EMD method is applied on the noisy data ($S'(t)$ and $S''(t)$):

$$S'(t) = S(t) + \eta_k(t) \quad (2.12)$$

$$S''(t) = S(t) - \eta_k(t) \quad (2.13)$$
These operations are repeated for a certain number of times, each time adding a new white noise realization to the same signal. Each individual trial produces noisy IMFs ($IMF'(t)$ and $IMF''(t)$) because each input to the decomposition consists of the analyzed signal and added white noise. The output is a set of an ensemble of data decompositions with added white noise. Since the noise in each trial is different, it is cancelled out by averaging all realizations of each IMF. The final average of the corresponding IMFs is treated as the result of EEMD:

$$IMF_j(t) = \frac{1}{N} \sum_{i=1}^{N/2} \left(IMF'_{i,j}(t) + IMF''_{i,j}(t)\right)$$

(2.14)

Where $N$ – number of realizations, $N = 1...n$; $i$ – number of IMFs realizations, $i = 1...N$; $j$ – number of modes, $j = 1...N$.

Added noise forces a uniform scale distribution in each trial and the mean of IMFs stays within the natural dyadic filter windows, significantly reducing the chance of mode mixing and preserving the dyadic property (Wu, Huang, 2009). IMFs obtained from a real PPG signal are shown in Figure 2.9.

![Figure 2.9. A filtered PPG signal and IMFs obtained using EEMD](image_url)
2.3.3. Selection of IMFs

After EEMD, several IMFs were obtained (the number of decomposed IMFs depends on the waveform of the PPG signal). The cross-correlation coefficient \( r \) was calculated between the original PPG signal \( x_f(t) \) and each extracted IMF using a technique similar to the method presented in Janušauskas et al., 2013. Cross-correlation is a standard measure of similarity of two series, for example, cross-correlation between two series \((x_f(t) \text{ and } IMF_j(t), \ t = 0, 1, 2 ... N-1)\) can be defined by:

\[
r = \frac{\sum_t (x_f(t) - \bar{x}_f) \ast (IMF_j(t - d) - \bar{IMF}_j)}{\sqrt{\sum_t (x_f(t) - \bar{x}_f)^2} \sqrt{\sum_t (IMF_j(t - d) - \bar{IMF}_j)^2}}
\]

(2.15)

where \( \bar{x}_f \) and \( \bar{IMF}_j \) are the means of series; \( d \) – delay \( (d = 0, 1, 2 ... N-1) \).

Two or three IMFs which have a high cross-correlation coefficient \( r \) are extracted from the PPG signal \( x_f(t) \) (the waveforms of these IMFs are the most similar to the original waveform of the PPG signal). The hypothesis is that all other IMFs are noise components. Therefore, two IMFs are selected (which provided the highest cross-correlation coefficient) and used in the following analysis (Figure 2.10 a and d) because more appropriate IMFs may not always be available. It is assumed that one IMF (lower frequency) better reflects the fundamental frequency, while the other (higher frequency) better represents the signal details. The frequency of selected IMFs is assessed as well, and the lower IMF is entitled as IMF1 (first IMF), while the higher IMF is named IMF2 (second IMF). Instantaneous frequencies are obtained only from these two selected IMFs.

2.3.4. Amplitude normalization

The amplitude is normalized for both decomposed and selected IMFs (IMF1 and IMF2). Normalization consists of an iterative process of the Hilbert transform (signal envelope calculation defined in eq. 2.3) and Hermite interpolation between peaks. Hermite interpolation is defined with:

\[
IMF_N(t) = a_0 + a_1t + a_2t^2 + a_3t^3 + a_4t^4
\]

(2.16)

where \( a_0, a_1, a_2, a_3, a_4 \) are coefficients.

The normalized signal is divided by the input signal (input IMF) and the process is repeated until all amplitude peaks of the normalized IMF signal are either 1 or -1 (Figure 2.10 b and e).

2.3.5. Direct quadrature

Instantaneous frequencies can be calculated using a Hilbert transform, normalized Hilbert transform, direct quadrature (DQ), and other techniques. However, the DQ technique is the best method for IF calculation for really noisy recorded physiological signals because it is more resistant to noise (Huang et al.,
For this reason, instantaneous frequencies were calculated from the selected and amplitude normalized IMFs (IMF1 and IMF2) using the DQ technique. Using this method, the correct phase functions can be obtained even for extremely complicated phase functions. According to direct quadrature, the phase from IMF \( \varphi(t) \) can be calculated with (Huang et al., 2009):

\[
\varphi(t) = \arctan \frac{IMF_N(t)}{\sqrt{1 - IMF_N^2(t)}},
\]

(2.17)

where \( IMF_N(t) \) – normalized IMF.

Smoothing of the instantaneous frequency is often applied to produce trends of the time-frequency information. IFs computed using the DQ are shown in Figure 2.10 (c and f). IFs medians between adjacent heart beats were calculated in order to get IF1 and IF2 values (Huang et al., 2009).

![Figure 2.10](image)

**Figure 2.10.** Two decomposed and selected IMFs, IMFs after amplitude normalization, and extracted IF using DQ: IMF1 a); IMF1 norm b); IF1 c); IMF2 d); IMF2 norm e), and IF2 f)
2.4. Conclusions of the chapter

1. An algorithm for estimating pulse arrival time was developed. It consists of pre-processing (narrowband band-pass filtration), Hilbert transform, and instantaneous phase shift estimation. The algorithm can be used only offline and can be a part of the system or work separately.

2. An algorithm for extracting instantaneous PPG frequencies was developed. It consists of ensemble empirical mode decomposition and direct quadrature. The IF extraction algorithm requires only a PPG signal. The algorithm can be used only offline and can be a part of the system or work separately.
3. THE FORMATION OF SYNTHETIC AND EXPERIMENTAL DATABASE

This chapter describes the database of synthetic and experimental signals used in this research. Section 3.1 describes the usage data and how the experimental tests affect the body. Section 3.2 describes the simulated data, section 3.3 – experimental data (including information about subjects, protocols, and equipment): orthostatic test (section 3.3.1) and thermal stress test (section 3.3.2). Conclusions of the chapter are presented in section 3.4.

3.1. Methodology justification

Simulated and experimental data have been used for testing the developed algorithms. Simulated signals were modelled based on observation of ECG and PPG recorded during the orthostatic test. The simulated data were used to evaluate the performance of pulse arrival time estimation algorithm when the signal-to-noise ratio (SNR) of the PPG signal varied. All information about the simulated data is provided in section 3.2.

In order to stimulate the autonomic nervous system of the body and observe its reaction (Zygmunt, Stanczyk, 2010), the experimental data was obtained from two different cardiovascular tests (the orthostatic test and thermal stress test). The orthostatic test is a cardiovascular test which is widely used for the stimulation of the autonomic nervous system. Under normal conditions, in a standing position 10–15% of blood is pooled in the legs, therefore, the venous return, cardiac output, and arterial pressure are reduced. The fall of blood pressure (by at least 20 mmHg in SBP and at least 10 mmHg in DBP) activates baroreceptors with a subsequent reflex, which increases the sympathetic outflow and parasympathetic inhibition which, in turn, leads to peripheral vasoconstriction and increased heart rate and contractility (Naschitz, Rosner, 2007). For these reasons, the orthostatic test was selected as an appropriate cardiovascular test for stimulating the autonomic nervous system.

In order to observe and monitor significant changes in physiological parameters (heart rate and blood pressure), a high stress should be caused to an organism. A Finnish sauna is one of the most common thermal therapy in the world. Many people use thermal therapy for treatment, hygiene, strengthening the immune and cardiovascular systems, rehabilitation, and physiological (muscle and nervous system) stress reduction (Kukkonen-Harjula, Kauppinen, 2006). The effects of sauna are described as relaxant of muscles and suppressive of the central nervous system (Sutkowy et al., 2014). A Finnish sauna session (ambient temperature from 80 to 90°C and relative humidity from 30 to 40%) can increase the body (rectal) temperature up to 39°C (Sohar et al., 1976). This body temperature (>39°C) is described as a high physiological thermal stress (hyperthermia) of the body (Moran et al., 1998; Moran et al., 1999; Brazaitis et al., 2012) which
worsens cognitive function (Racinais et al., 2008) and reduces central activation to working muscles (Brazaitis et al., 2012; Racinais et al., 2008; Nybo, Nielsen, 2001). Therefore, the thermal stress test was selected as a suitable high stress test.

Experimental data was used for testing both proposed (pulse arrival time estimation and instantaneous frequencies extraction) algorithms. All experimental data (subjects, protocols, and used equipment) are described in section 3.3.

3.2. Simulated data

The PPG signal $s(t)$ was modeled based on direct measurement of a real PPG signal change during an orthostatic test as phase modulated two harmonic waves with a variable period and amplitude. The length of an RR interval (one heart cycle) and the period of PPG impulse was equal. The simulated signal was divided into two parts: lying (horizontal posture) and standing (vertical posture). The periods of PPG impulses (RR intervals as well) were 0.60–1.50 seconds (100–40 bpm) in horizontal posture and 0.40–0.67 seconds (150–90 bpm) in vertical posture (Figure 3.1). The length of simulated signal was 180 beats (99.00–232.65 seconds). Mathematical model of the acquired PPG signal is:

$$s(t) = A_n(t) \sin(2\pi f_n(t))$$

where $A_n(t)$ – non-stationary amplitude of harmonic component; $n$ – harmonic number; $n = 1...2$; $f_n(t)$ – frequency which changes randomly from 0.83 to 1.33 Hz for horizontal posture and from 1.37 to 2 Hz for vertical posture.

![Figure 3.1. An example of simulated periods of PPG impulses](image)

The amplitude variations of the modelled PPG signal $s(t)$ (Figure 3.2) were similar to the real variations of a PPG signal amplitude during the orthostatic test (Figure 1.22 b).
The ECG signal $u(t)$ was modelled as a phase modulated signal with R wave peaks $r_N$ (unit impulses). The RR interval and PPG peak-to-peak interval are almost equal. ECG R waves were modelled in the middle of PPG signal peak-to-peak intervals. PAT values are higher when the subject is lying (horizontal posture) and lower when standing (vertical posture). The modelled ECG $u(t)$ signal:

$$
u(t) = \begin{cases} 
1, & t = r_N \\
-1, & t = (r_N + r_{N+1})/2 \\
0, & t \neq r_N & \text{&} & t \neq (r_N + r_{N+1})/2
\end{cases}$$ (3.2)

where $r_N$ represents ECG R wave locations.

The noise component $\eta(t)$ was modelled using pink noise (also known as $1/f$ noise). Pink noise has more low frequency components, therefore, has more power at low frequencies. The power spectral density of pink noise is inversely proportional to frequency and power spectrum falls of approximately 3 dB per octave.

$$S(f) = \frac{C_f}{|f|^\alpha}$$ (3.3)

where $S(f)$ – power spectral density; $C_f$ – constant; $0 < \alpha < 2$, $\gamma$ is usually close to 1 ($\alpha = 0$ – white noise, $\alpha = 2$ – brown noise).

Pink noise has the same power distribution (equal energy) for each octave. For these reasons, pink noise is more similar to the artifacts of the PPG signal and is more appropriate to use than a standard white noise.
The mathematical model of the acquired PPG signal and noise $sn(t)$:

$$sn(t) = s(t) + \eta(t)$$  \hspace{1cm} (3.4)

where $s(t)$ – modeled PPG signal; $\eta(t)$ – noise component.

Five noise realizations $\eta(t)$ (with different amplitudes) were added to the modelled PPG signal $s(t)$ in order to get signal-to-noise ratios from 0 to 20 dB (Figure 3.4). 500 realizations of ECG $u(t)$ and PPG $sn(t)$ signals were modelled and used in the following analysis.
3.3. Experimental data

The experimental data consist of two different cardiovascular tests: body’s position change – orthostatic test (Study No. 1) and thermal effect – thermal stress test (Study No. 2).

3.3.1. Study No. 1: orthostatic test

Subjects

The data was obtained from 14 healthy volunteers (6 females, 8 males) aged 20–29 years (Table 3.1). The subjects were instructed to avoid smoking and substances influencing the activity of the cardiovascular system (alcohol, caffeine, etc.) for 6 hours before the examination. The subjects were normotensive, non-obese, and were taking no medication for the duration of the study.

Table 3.1. Characteristics of the subjects

<table>
<thead>
<tr>
<th>Subjects (n = 14)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (year)</td>
<td>24.93 ± 2.81</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>173.64 ± 8.82</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>68.36 ± 11.10</td>
</tr>
<tr>
<td>BMI* (kg/m²)</td>
<td>22.55 ± 2.35</td>
</tr>
</tbody>
</table>

Values are mean ± standard deviation

*BMI – body mass index

Protocol

The database was recorded during an orthostatic test, according to the following protocol: 10 min in a stabilization period (resting in a supine position); 10 min in an early supine position; 5 min in a standing position; 5 min in a later supine position (Figure 3.5). Synchronous ECG, PPG, accelerometer (ACC), and BP signals were recorded in the early supine, standing, and later supine positions. The subjects changed body position (stand up and lie down) slowly (about 10 s) and the (stand up and lie down) intervals of moving were cut out and were not used for the following analysis.

![Figure 3.5. The protocol of the orthostatic test](image)

Equipment

Data was acquired by using two synchronized physiological signal recording systems. ECG, PPG, and ACC signals were acquired by using the Cardioholter 6.2-8E78 (BMII, Lithuania) (Gargasas et al., 2012). Cardioholter 6.2-8E78 recorded the standard Einthoven leads of ECG (I, II, and III leads), the PPG signal from the right hand, left hand, and forehead (two channels in each sensor – red and near infrared), and ACC signals from three PPG sensors and from the device base. The sampling frequency of ECG was 500 Hz, PPG – 250 Hz, and
ACC – 50 Hz. Continuous arterial blood pressure was measured by using a non-invasive continuous finger blood pressure measurement and recording system Portapres Model-2 (Finapres Medical Systems B. V., Netherlands) (Finapres Medical Systems | Portapres, 2015). The sampling frequency of BP was 100 Hz.

3.3.2. Study No. 2: thermal stress test

A large study was carried out in conjunction with partners from the Lithuanian Sports University. The aim of the study was to determine how thermal stress (hyperthermia) caused in the evening using a sauna affects the mental activity at night and the functional efficiency of cognitive and neuro-muscular system as well as the change of stress hormones in the morning. The thermal stress test was a part of this large study and the total duration of the study was 2 years. Each subject conducted three experiments: experiment1, experiment2, and control1, each lasted about 54 hours and each experiment consisted of two parts, therefore, six experiments were done in total: experiment1 day1 (E1D1), experiment1 day2 (E1D2), experiment2 day1 (E2D1), experiment2 day2 (E2D2), control1 day1 (C1D1), and control1 day2 (C1D2). The time between experiments was not shorter than one week. In order to explore subjects in various conditions, all three experiments were carried out in different conditions; the protocols of experiments are shown in Figure 3.6. The main parts of experiments were:

- Detailed specialized testing – detailed specialized studies were carried out (blood sampling, performed testing of neuromuscular, potential of higher nerve centers and cognitive functions). These data were needed for the researchers from the Lithuanian Sports University and a detailed description will not be given.
- ANAM4 tests – Automated Neuropsychological Assessment Metrics (C-Shop, 2007) are cognitive memory and attention tests which were used to simulate a normal working day. These tests lasted 8 hours (8 series of 45 min with 15 min break).
- Thermal stress test – a thermal experiment in a sauna (protocol is described in detail below).
- Normal work day – a normal working day is considered to be 8 hours in a usual workplace.
- Sleep – 8 hours of sleep at home.
Figure 3.6. The protocols of three different thermal stress test experiments: experiment1 a); experiment2 b); and control1 c) (thermal stress test is accentuated)

The differences between the experiments: 1) the only difference between experiment1 and experiment2 is that the subject slept (8 hours) at night at home during experiment1, meanwhile, during experiment2 the subject solved ANAM4 tests all night (8 hours). 2) the only difference between experiment1 and control1 is that the subject solved ANAM4 tests all day during experiment1, meanwhile, during control1 the subject worked his usual work in the workplace (8 hours). There were no differences between the protocols of thermal stress test of different experiments.

The protocol of the study was quite long (six experiments – 54 hours each and in order to avoid additional disturbance, the study was carried out only on weekends), rigid, and complex. Moreover, the study may have caused discomfort or pain to the subjects, for example:

- Blood samples were taken seven times during one experiment;
- Subjects had to stay awake for 42 hours;
- ANAM4 tests were solved for 8 hours (it was difficult to remain vigilant at daytime and especially at night);
- Consumption of food and liquids was restricted during experiments;
- The thermal stress test in a sauna was a particularly high load and stress to the body; in some instances, after the last sauna session subjects presented with side effects, such as the contraction of limbs and facial muscles, complete physical exhaustion, or even anger.

For these reasons, it was difficult to find volunteers and only eight subjects participated in the 24 experiments (35 tests in total) of the study (detailed information is provided below). The implementation of the experiment was expensive and long, thus, each experiment could only be conducted once (it was not possible to repeat the experiment). Some experiments failed because the equipment was faulty or it was not possible to conduct the experiment for other reasons. The successfully performed experiments are presented in Table 3.2.
Table 3.2. Successfully accomplished experiments

<table>
<thead>
<tr>
<th>Subject</th>
<th>Experiment 1</th>
<th></th>
<th>Experiment 2</th>
<th></th>
<th>Control 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Day 1</td>
<td>Day 2</td>
<td>Day 1</td>
<td>Day 2</td>
<td>Day 1</td>
</tr>
<tr>
<td>Subject No. 1</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Subject No. 2</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Subject No. 3</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Subject No. 4</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Subject No. 5</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Subject No. 6</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Subject No. 7</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Subject No. 8</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>

“+” – successful experiments
“-” – unsuccessful experiments

Subjects

The data was obtained from 8 healthy male volunteers aged 22–35 years (Table 3.3).

Table 3.3. Characteristics of the subjects

<table>
<thead>
<tr>
<th>Subject</th>
<th>Age (years)</th>
<th>Height (cm)</th>
<th>Weight (kg)</th>
<th>BMI* (kg/m²)</th>
<th>BFP** (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject No. 1</td>
<td>28</td>
<td>183</td>
<td>69.7</td>
<td>20.8</td>
<td>12.3</td>
</tr>
<tr>
<td>Subject No. 2</td>
<td>35</td>
<td>183</td>
<td>82.0</td>
<td>24.5</td>
<td>14.8</td>
</tr>
<tr>
<td>Subject No. 3</td>
<td>26</td>
<td>187</td>
<td>80.1</td>
<td>22.9</td>
<td>13.8</td>
</tr>
<tr>
<td>Subject No. 4</td>
<td>22</td>
<td>180</td>
<td>93.0</td>
<td>28.7</td>
<td>21.8</td>
</tr>
<tr>
<td>Subject No. 5</td>
<td>23</td>
<td>189</td>
<td>78.0</td>
<td>21.8</td>
<td>10.0</td>
</tr>
<tr>
<td>Subject No. 6</td>
<td>24</td>
<td>210</td>
<td>128.0</td>
<td>29.0</td>
<td>22.0</td>
</tr>
<tr>
<td>Subject No. 7</td>
<td>24</td>
<td>186</td>
<td>79.0</td>
<td>22.8</td>
<td>13.4</td>
</tr>
<tr>
<td>Subject No. 8</td>
<td>23</td>
<td>177</td>
<td>71.0</td>
<td>22.7</td>
<td>11.0</td>
</tr>
<tr>
<td>Mean</td>
<td>25.6</td>
<td>186.9</td>
<td>85.1</td>
<td>24.2</td>
<td>14.9</td>
</tr>
<tr>
<td>SD</td>
<td>4.0</td>
<td>9.5</td>
<td>17.5</td>
<td>2.9</td>
<td>4.3</td>
</tr>
</tbody>
</table>

*BMI – body mass index
**BFP – body fat percentage

The subjects were non-smokers and were instructed to avoid strenuous exercise for 54 hours, food for 6 hours, and any stimulants (such as coffee, energy drinks, etc.) for 12 hours before the examination. The subjects were normotensive and were taking no medication for the duration of the study.

Protocol

The experiments of thermal stress were carried out at the same time of the day according the protocol shown in Figure 3.7. The ambient temperature in the sauna room was 80–90°C, relative humidity – 30%. Before and after the sauna sessions, the subjects sat (semi Fowler's position) in neutral temperature environment (25°C). Data was recorded at rest: interval I (Rest1) – before the first sauna session,
interval II (Rest2) – after the first sauna session, interval III (Rest3) – after the second sauna session, interval IV (Rest4) – after the third sauna session, interval V (Rest5) – after the fourth sauna session. Recorded intervals were 10 minutes in length.

**Figure 3.7.** The protocol of the thermal stress test

**Equipment**

The data was acquired by using two synchronized physiological signal recording systems. ECG, PPG, ACC, and temperature signals were acquired by using the Nautilus1 (BMII, Lithuania). It recorded the standard Einthoven leads of ECG (I, II, and III leads), PPG from the right hand, forehead, and earlobe (two channels in each sensor – red and near infrared), ACC signals from the base of device, and temperatures of environment and chest skin. The sampling frequency of the ECG was 2 kHz, PPG – 1 kHz, ACC and temperature – 50 Hz. Continuous arterial blood pressure was acquired by using a non-invasive continuous finger blood pressure measurement and recording system Portapres Model-2 (Finapres Medical Systems B. V., Netherlands) (Finapres Medical Systems | Portapres, 2015). The sampling frequency of BP was 100 Hz.

**3.4. Conclusions of the chapter**

1. The modelled PPG signals are adequate for evaluating the method since they are based on direct change measurement of a real PPG waveform during orthostatic tests. Five realizations of pink noise were added to the modelled PPG signal and five signal-to-noise ratios (0–20 dB) were obtained.
2. The orthostatic test leads to many changes in the physiological process of the body and may be used to stimulate the autonomic nervous system. The orthostatic test experiment was conducted and the database (physiological signals) was collected from 14 subjects.
3. The thermal stress test causes a high physiological stress (hyperthermia) and can considerably change the physiological processes of the body, thus can be used to evaluate the behavior of the autonomic nervous system in very strong stress conditions. The thermal stress test experiment was performed and the unique database (physiological signals) was collected from 8 subjects.
4. Since the thermal stress test causes a very strong stress to the body, the study focused on young and healthy subjects. Due to the complexity of thermal stress test execution, the collected database is not large enough; the data was collected from a narrow age group and subjects of different physical training. In order to obtain more accurate data, the database must be expanded.
4. THE RESEARCH AND RESULTS

Algorithms (PAT estimation and IF extraction) described in Chapter 2 were tested using the databases (simulated and recorded signals) described in Chapter 3. Section 4.1 describes the results using simulated data, section 4.2 provides the results of experimental data: orthostatic and thermal stress tests. Conclusions of the chapter are provided in section 4.3.

4.1. Results using the simulated data

In order to evaluate the accuracy of the algorithms for estimating pulse arrival time, two statistical parameters were used: mean absolute difference (MAD) and root mean square error (RMSE):

\[ MAD = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i| \] (4.1)

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2} \] (4.2)

where \( x_i \) are actual values; \( y_i \) – estimated values; \( n \) – sample size.

Three PAT estimation algorithms were compared:

- classical PAT estimation algorithm based on the maximum of the 1\textsuperscript{st} PPG signal derivative – PATca (mostly used in literature);
- diastole-patching PAT estimation algorithm – PATdp (showed the best results in algorithm comparison, see Table 1.7);
- proposed PAT estimation algorithm – PATht, based on narrowband band-pass filtration, Hilbert transform, and instantaneous phase shift estimation.

MAD and RMSE show the accuracy of PAT estimation algorithms. All parameters were evaluated between clean and noisy (different SNR) PPG signals. The results of accuracy (MAD and RMSE) are presented in Figure 4.1. The algorithm is more accurate when the values of RMSE and MAD are lower and vice versa.

MAD and RMSE of the classical algorithm are considerably higher than the MAD and RMSE of the diastole-patching and proposed algorithm in all investigated SNR (0–20 dB). MAD and RMSE of PATdp and PATht are almost identical when SNR is from 10 to 20 dB (MAD – 6.25–13.63 ms, RMSE – 8.36–18.14 ms); however, when SNR is low (0 and 5 dB), PATht presents a lower MAD (28.52 and 18.81 ms) and RMSE (36.25 and 24.06 ms) than PATdp (MAD – 58.77 and 21.91 ms, RMSE – 114.80 and 40.14 ms).
Figure 4.1. Accuracy evaluation: MAD a) and RMSE b) of the classical (PAT<sub>ca</sub>) (dashed line), diastole-patching (PAT<sub>dp</sub>) (dotted line), and PATht (PAT<sub>ht</sub>) (line) PAT estimation algorithms.

Discussion

The results indicate that the proposed algorithm for estimating pulse arrival time (PATht) is more accurate than the classical PAT estimation algorithm in all investigated SNRs (0–20 dB) as well as than the diastole-patching algorithm when SNRs are low (0–5 dB). When SNRs are 10–20 dB, the accuracy of PATht and PATdp is similar. Therefore, it can be concluded that the proposed PAT estimation algorithm (PATht) is better than the diastole-patching and classical PAT estimation algorithms when PPG signals are noisy.

4.2. Results using experimental signals

The results obtained using the experimental data consist of two parts: the results of the orthostatic test (section 4.2.1) and of the thermal stress test (section 4.2.2). Variability parameters (time-domain and frequency-domain) were used to investigate the proposed algorithms (PATht and IFe). When processing the data of the orthostatic test, the instantaneous frequency extraction algorithm first divided the physiological signals into three parts: lying (horizontal body position), standing (vertical body position), and lying. The IFe algorithm processed the signals of each interval separately and combined the IFs after extraction because the fundamental frequency is more expressed in a horizontal body position and the details of the signal are more prominent in a vertical body position. In order to avoid frequency (IF1 and IF2) switching, the frequencies of selected IMFs were assessed: the lower IMF was entitled IF1, higher IMF – IF2. For the thermal stress test, the IFe algorithm processed the entire signal (10 min in length) without dividing it into separate intervals.
4.2.1. Study No. 1: orthostatic test

The orthostatic test was carried out according to the methodology described in section 3.3.1. All parameters (R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequencies) were obtained using algorithms described in Chapter 2. Figure 4.2 shows the obtained parameter variation of one of the test subjects during the orthostatic test. It is visible that the variabilities of parameters are different in different body positions (laying and standing, or vertical and horizontal).

Figure 4.2. The recorded accelerometer signal and estimated parameters during the orthostatic test (one test subject): ACC a); RRI and PAT b); SBP and DBP c); IF1 and IF2 d)

Figure 4.3 shows the histograms of all detected, evaluated, estimated, or extracted parameters (R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequency) of one test subject during the orthostatic test. Figure 4.3 shows the scatter plot of RRI, SBP, DBP, PAT, and
IFs. RRI and PAT are shorter in interval II (standing) when compared with intervals I and III (laying). The opposite tendency is visible in SBP, DBP, and IF2. The values of BP and IF2 are higher in interval II (standing) than in intervals I and III (laying). The values of IF1 are more scattered than others and the intervals overlap. However, it is evident that the values of intervals I and III (laying) are lower. Figure 4.3 shows that there are differences between different body positions (laying – intervals I and III and standing – interval II) and these differences are visible in all parameters.

![Histograms of RRI, SBP, DBP, PAT, IF1, and IF2](image)

**Figure 4.3.** The histograms of RRI a), SBP b), DBP c), PAT d), IF1 e), and IF2 f) of intervals I, III and II of the orthostatic test (one test subject)

**Time-domain analysis**

The values of time-domain parameters (described in section 1.6.1) of R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequencies during the orthostatic test are presented in the appendix (Study No. 1: orthostatic test). Figure 4.4 summarizes the time-domain parameters.
of RRI, SBP, DBP, PAT, IF1, and IF2 during the orthostatic test (in different body positions). The Wilcoxon statistical test shows significant differences \((p \leq 0.05\) and \(p \leq 0.001\)) between intervals I and II, and between II and III. SDNN of SBP, DBP, PAT, and IF1 show that the differences between supine-standing positions (interval I–II) and between standing-supine positions (interval II–III) are statistically significant \((p \leq 0.05\) or \(p \leq 0.001\)). SDNN of RRI is significantly different only between intervals II and III, meanwhile, the SDNN of IF2 shows significant differences between intervals I and II. RMSSD show that the differences between the supine and standing positions are statistically significant \((p \leq 0.05\) or \(p \leq 0.001\)) in SBP, DBP, PAT, and IF1. The changes in time-domain parameters between intervals I–II and II–III are presented in the appendix (Study No. 1: orthostatic test). All variability parameters are normalized by interval II (standing) of the orthostatic test:

\[
X_{N\text{int}} = \frac{X_{\text{int}}}{X_2}
\]

where \(X_{N\text{int}}\) is normalized variability parameter of \(int\) interval number; \(int\) – an interval number of the orthostatic test \((int = 1, 2, 3)\); \(X_{\text{int}}\) – variability parameter of \(int\) interval number; \(X_2\) – variability parameter of the second orthostatic test interval.

![Figure 4.4](image)

**Figure 4.4.** Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the orthostatic test (data normalized by interval II). The results are presented as mean and SD. \(p\) – value \((* - p \leq 0.05\) and \(** - p \leq 0.001\)) shows the statistically significant difference between intervals I–II and between intervals II–III.
Mean absolute difference (MAD – defined in section 4.1) and Spearman correlation coefficient \( r_s \) between R-R intervals, systolic blood pressure, and diastolic blood pressure and pulse arrival time, first instantaneous frequency, and second instantaneous frequency of time-domain parameters (SDNN and RMSSD) are shown in Table 4.1. Two variables \( X_i \) and \( Y_i \) can be converted to ranks (\( rgX_i \) and \( rgY_i \)) and the Spearman correlation coefficient \( r_s \) is defined by:

\[
 r_s = \frac{\text{cov}(rgX, rgY)}{\sigma_{rgX} \cdot \sigma_{rgY}} \tag{4.4}
\]

where \( \text{cov}(rgX, rgY) \) is the covariance of the rank variables; \( \sigma_{rgX} \) and \( \sigma_{rgY} \) – the standard deviations of the rank variables.

\( r_s \) of SBP-IF1, DBP-PAT, and DBP-IF1 are high in SDNN (0.714–0.786) and RRI-IF1, RRI-IF2, SBP-PAT, SBP-IF1, and DBP-IF1 in RMSSD (0.714–0.786). High accuracy (low MAD) is present between BP and PAT, IF1, and IF2 in SDNN (0.081–0.219) and in RMSSD (0.191–0.276).

**Table 4.1.** Spearman correlation coefficient \( r_s \) and mean absolute difference of time-domain parameters (\( r_s \geq 0.700 \) and MAD \( \leq 0.300 \) marked)

<table>
<thead>
<tr>
<th></th>
<th>SDNN</th>
<th>RMSSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PAT</td>
<td>IF1</td>
</tr>
<tr>
<td>( r_s )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRI</td>
<td>0.643±0.234</td>
<td>0.679±0.249</td>
</tr>
<tr>
<td>SBP</td>
<td>0.679±0.249</td>
<td>0.750±0.259</td>
</tr>
<tr>
<td>DBP</td>
<td>0.714±0.257</td>
<td>0.786±0.257</td>
</tr>
<tr>
<td>MAD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RRI</td>
<td>0.408±0.290</td>
<td>0.406±0.308</td>
</tr>
<tr>
<td>SBP</td>
<td>0.126±0.065</td>
<td>0.110±0.084</td>
</tr>
<tr>
<td>DBP</td>
<td>0.086±0.051</td>
<td>0.081±0.049</td>
</tr>
</tbody>
</table>
Figure 4.5–4.7 show the scatter plots of time-domain parameters of R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequencies. Linear regression curves (between RRI-PAT, RRI-IF1, RRI-IF2, SBP-PAT, SBP-IF1, SBP-IF2, DBP-PAT, DBP-IF1, and DBP-IF2) show how one parameter depends on another.

**Figure 4.5.** Scatter plots of time-domain parameters of RRI, PAT, IF1, and IF2. Regression lines are between RRI-PAT, RRI-IF1, and RRI-IF2

**Figure 4.6.** Scatter plots of time-domain parameters of SBP, PAT, IF1, and IF2. Regression lines are between SBP-PAT, SBP-IF1, and SBP-IF2
Figure 4.7. Scatter plots of time-domain parameters of DBP, PAT, IF1, and IF2. Regression lines are between DBP-PAT, DBP-IF1, and DBP-IF2.

Table 4.2 shows the coefficient of determination (CD) between RRI, SBP, and DBP and PAT, IF1, and IF2 of time-domain parameters (SDNN and RMSSD). CD indicates how the changes of a dependent variable (y) are explained by the changes of an independent variable (x). Therefore, CD shows the level of linear relationship between two variables:

\[ CD = r^2 \]  \hspace{1cm} (4.5)

where \( r \) is a correlation coefficient.

SBP-IF1 and DBP-IF1 show higher CD only in SDNN (0.613 and 0.730).

Table 4.2. The coefficient of determination of time-domain parameters (CD ≥ 0.700 marked)

<table>
<thead>
<tr>
<th></th>
<th>SDNN</th>
<th>PAT</th>
<th>IF1</th>
<th>IF2</th>
<th>RMSSD</th>
<th>PAT</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td>0.022</td>
<td>0.048</td>
<td>0.012</td>
<td></td>
<td></td>
<td>0.146</td>
<td>0.031</td>
<td>0.009</td>
</tr>
<tr>
<td>SBP</td>
<td>0.466</td>
<td>0.613</td>
<td>0.369</td>
<td></td>
<td></td>
<td>0.239</td>
<td>0.186</td>
<td>0.152</td>
</tr>
<tr>
<td>DBP</td>
<td>0.546</td>
<td>0.730</td>
<td>0.388</td>
<td></td>
<td></td>
<td>0.039</td>
<td>0.016</td>
<td>0.165</td>
</tr>
</tbody>
</table>

Frequency-domain analysis

The values of frequency-domain parameters (described in section 1.6.2) of R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequency during the orthostatic test are presented in the appendix (Study No. 1: orthostatic test). Figure 4.8 summarizes the frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the orthostatic test (in different body positions). The Wilcoxon statistical test indicates significant differences (\( p ≤ 0.05 \) and \( p ≤ 0.001 \)) between intervals I and II, and between intervals II and III.
Figure 4.8. Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the orthostatic test (data normalized by interval II). The results are presented as mean and SD. *$p \leq 0.05$ and **$p \leq 0.001$ shows statistically significant difference between intervals I–II and between intervals II–III.

The differences in the LF range of SBP, DBP, PAT, IF1, and IF1 are statistically significant between the supine and standing positions ($p \leq 0.05$ or $p \leq 0.001$). Significant differences ($p \leq 0.05$ or $p \leq 0.001$) between supine and standing positions in the HF range are in SBP, DBP, and IF1 (between intervals I–II and intervals II–III). The changes of frequency-domain parameters between intervals I–II and II–III (data normalized by interval II (standing) (defined in section 4.3) are presented in the appendix (Study No. 1: orthostatic test).

Mean absolute difference (MAD) and Spearman correlation coefficient ($r_s$) between RRI, SBP, and DBP and PAT, IF1, and IF2 of frequency-domain parameters (LF and HF) are shown in Table 4.5. $r_s$ of RRI-IF2, SBP-PAT, DBP-PAT, DBP-IF1, and DBP-IF2 are high in LF (0.714–0.857) and RRI-IF1, RRI-IF2, SBP-PAT, SBP-IF1, and SBP-IF2 in HF (0.714–0.893). High accuracy (low MAD) is present between BP and PAT, IF1, and IF2 in LF (0.149–0.242) and in SBP-IF1 in HF (0.172).
Table 4.3. Spearman correlation coefficient and mean absolute difference of frequency-domain parameters ($r_s \geq 0.700$ and $MAD \leq 0.300$ marked)

<table>
<thead>
<tr>
<th></th>
<th>LF</th>
<th></th>
<th>IF1</th>
<th></th>
<th>IF2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_s$</td>
<td>RRI</td>
<td>0.643±0.234</td>
<td>0.607±0.213</td>
<td>0.857±0.234</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SBP</td>
<td>0.750±0.259</td>
<td>0.679±0.247</td>
<td>0.643±0.234</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DBP</td>
<td>0.714±0.257</td>
<td>0.750±0.259</td>
<td>0.750±0.259</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>RRI</td>
<td>0.778±0.651</td>
<td>0.796±0.687</td>
<td>0.642±0.589</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SBP</td>
<td>0.236±0.184</td>
<td>0.227±0.174</td>
<td>0.242±0.082</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DBP</td>
<td>0.175±0.177</td>
<td>0.149±0.154</td>
<td>0.251±0.157</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HF</th>
<th></th>
<th>IF1</th>
<th></th>
<th>IF2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_s$</td>
<td>RRI</td>
<td>0.679±0.249</td>
<td>0.786±0.259</td>
<td>0.821±0.249</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SBP</td>
<td>0.714±0.259</td>
<td>0.893±0.213</td>
<td>0.714±0.259</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DBP</td>
<td>0.679±0.249</td>
<td>0.679±0.249</td>
<td>0.643±0.234</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>RRI</td>
<td>1.969±2.450</td>
<td>2.177±2.630</td>
<td>2.245±2.623</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SBP</td>
<td>0.429±0.333</td>
<td>0.172±0.225</td>
<td>0.395±0.339</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DBP</td>
<td>0.506±0.413</td>
<td>0.388±0.334</td>
<td>0.405±0.325</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.9–4.11 show the scatter plots of frequency-domain parameters of R-R intervals, systolic blood pressure, and diastolic blood pressure and pulse arrival time, first and second instantaneous frequencies. Linear regression curves (between RRI-PAT, RRI-IF1, RRI-IF2, SBP-PAT, SBP-IF1, SBP-IF2, DBP-PAT, DBP-IF1, and DBP-IF2) show how one parameter depends on another.

![Figure 4.9](image_url)  
*Figure 4.9. Scatter plots of frequency-domain parameters of RRI, PAT, IF1, and IF2. Regression lines are between RRI-PAT, RRI-IF1, and RRI-IF2*
Figure 4.10. Scatter plots of time-domain parameters of SBP, PAT, IF1, and IF2. Regression lines are between SBP-PAT, SBP-IF1, and SBP-IF2

Figure 4.11. Scatter plots of time-domain parameters of DBP, PAT, IF1, and IF2. Regression lines are between DBP-PAT, DBP-IF1, and DBP-IF2

Table 4.4 shows the coefficient of determination (CD) between RRI, SBP, and DBP and PAT, IF1, and IF2 of frequency-domain parameters (LF and HF). SBP-IF1 and DBP-IF1 show an average CD in SDNN (0.472 and 0.557) and SBP-IF1 in RMSSD (0.490).

Table 4.4. Coefficients of determination of frequency-domain parameters

<table>
<thead>
<tr>
<th></th>
<th>LF</th>
<th>HF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PAT</td>
<td>IF1</td>
</tr>
<tr>
<td>RRI</td>
<td>0.034</td>
<td>0.003</td>
</tr>
<tr>
<td>SBP</td>
<td>0.312</td>
<td>0.472</td>
</tr>
<tr>
<td>DBP</td>
<td>0.422</td>
<td>0.557</td>
</tr>
</tbody>
</table>
Discussion

The results show that the variability of pulse arrival time as well as first and second instantaneous frequencies are related to the variability of heart rate and blood pressure (Figure 4.4–4.11 and Table 4.2–4.4). The variability of PAT, IF1, and IF2 indicate the same tendencies as the variability of SBP and DBP. This is visible when the variability decreases in intervals I and III (supine – horizontal posture) compared with interval II (standing – vertical posture) in the time-domain and frequency-domain parameters (SDNN, RMSSD, LF, and HF). The results reveal that the differences between supine and standing positions are statistically significant ($p \leq 0.05$ or $p \leq 0.001$). These findings confirm that rhythmic fluctuations in blood pressure are notable at rest, meanwhile, BPV increases in orthostasis (Mukai, Hayano, 1995; Zhang et al., 1998).

The results also show that the Spearman correlation coefficients are high between SBP-PAT, SBP-IF1, DBP-PAT, and DBP-IF1 in SDNN, RRI-IF1, RRI-IF2, SBP-IF1, and DBP-IF1 in RMSSD, RRI-IF2, SBP-PAT, DBP-IF1, and DBP-IF2 LF, RRI-IF1, RRI-IF2, and SBP-IF1 in HF. Mean absolute differences are low between SBP-PAT, SBP-IF1, DBP-PAT, and DBP-IF1 in SDNN, SBP-PAT, SBP-IF1, DBP-PAT and DBP-IF2 in RMSSD, SBP-PAT, SBP-IF1, SBP-IF2, DBP-PAT, DBP-IF1, and DBP-IF2 in LF, SBP-PAT, SBP-IF1, SBP-IF2, DBP-IF1, and DBP-IF2 in HF. Therefore, IF1 better reflects SBP and DBP (than PAT and IF2) and has a lower MAD. Meanwhile, IF2 better reflects RRI and has a lower MAD as well. The variability of RRI is higher when a person is lying (horizontal posture) and lower when standing (vertical posture). However, the variability of SBP, DBP, PAT, IF1, and IF2 is higher when a person is standing and lower when lying. This is because arterial pressure receptors (baroreceptors) send afferent impulses to the brain at a rate that depends on the instantaneous BP level and on the rate of BP change. This way, the central nervous system gets information about the actual level of arterial BP and adjusts its output along the efferent sympathetic and vagal or parasympathetic nerves accordingly. An increased output along the vagal nerves decreases HR and has therefore a depressor effect. Conversely, the primary effect of an increased sympathetic output is a rise in pressure (De Boer, 1985).

Previous studies have shown that pulse arrival time is related to blood pressure (Ochiai et al., 1999; Chen et al., 2000; Wibmer et al., 2014). The results of the study show that instantaneous frequencies extracted from a PPG signal are related to PAT, therefore, IF is related to blood pressure as well.

On the other hand, the database was limited; 14 young and healthy subjects were investigated. In order to get more accurate trends and interrelations between HR, BP, PAT, and IF more comprehensive investigation and a larger database is required. The database should be expanded by including more data from volunteers of different age groups and in various physical states. The results should be analyzed and compared with regard to sex, age, and physical state.
4.2.2. **Study No. 2: thermal stress test**

The thermal stress test was carried out according to the methodology described in section 3.3.2. All parameters (R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequencies) were obtained using algorithms described in Chapter 2.

Figure 4.12 shows an example of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of experiments E1D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus). The Wilcoxon statistical test reveals significant differences ($p \leq 0.05$) between interval I and other intervals (II, III, IV, and V). Other results of the experiments (E1D2, E2D1, E2D2, C1D1, and C1D2) are presented in the appendix (Study No. 2: thermal stress test).

The results show that the statistically significant differences ($p \leq 0.05$) between interval I and other intervals (intervals II, III, IV, and V) are only in RRI, SBP, and DBP. Statistically significant differences can be seen in IF1 in intervals II, III, and IV, and in IF2 in interval V.

![Box plots of RRI, SBP, DBP, PAT, IF1, and IF2](image)

**Figure 4.12.** Means of RRI, SBP, DBP, PAT, IF1, and IF2 of all subjects of experiment E1D1. * – statistically significant difference ($p \leq 0.05$) between a particular interval and interval I

### Time-domain analysis

The values of time-domain parameters (described in section 1.6.1) of R-R intervals, systolic and diastolic blood pressure, pulse arrival time, first and second instantaneous frequencies during thermal stress test are presented in the appendix (Study No. 2: thermal stress test). Figure 4.13–4.18 summarize the normalized curves of RRI, SBP, DBP, PAT, IF1, and IF2 of time-domain parameters (SDNN and RMSSD). The changes between the interval of thermal
stress of time-domain parameters are presented in the appendix (Study No. 2: thermal stress test).

All variability parameters are normalized by interval I of the thermal stress test:

\[ X_{N_{\text{int}}} = \frac{X_{\text{int}}}{X_1} \]  \hspace{1cm} (4.6)

where \( \text{int} \) is an interval number of the thermal stress test (\( \text{int} = 1, 2, 3, 4, 5 \)); \( X_{N_{\text{int}}} \) – normalized variability parameter of \( \text{int} \) interval number; \( X_{\text{int}} \) – variability parameter of \( \text{int} \) interval number; \( X_1 \) – variability parameter of the first thermal stress test interval.

Figure 4.13. Curves of time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E1D1)
Figure 4.14. Curves of time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E1D2)

Figure 4.15. Curves of time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E2D1)
**Figure 4.16.** Curves of time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E2D2)

**Figure 4.17.** Curves of time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment C1D1)
Table 4.5–4.7 show the Spearman correlation coefficient of time-domain parameters between two groups of variability curves: 1) R-R intervals, systolic blood pressure, and diastolic blood pressure 2) pulse arrival time, first instantaneous frequency, and second instantaneous frequency. The results show that: PAT best reflects RRI in SDNN and RMSSD (0.563 and 0.665, respectively), PAT best reflects the SBP in SDNN and RMSSD (0.542 and 0.535 respectively), IF1 best reflects the DBP in SDNN (0.460) and PAT in RMSSD (0.622). Therefore, the Spearman correlation coefficients are poor.

Table 4.5. Spearman correlation coefficients of time-domain parameters of R-R intervals ($r_s \geq 0.700$ marked)

<table>
<thead>
<tr>
<th></th>
<th>PAT</th>
<th>SDNN</th>
<th>IF1</th>
<th>IF2</th>
<th>PAT</th>
<th>RMSSD</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1D1</td>
<td>0.650±0.197</td>
<td>0.533±0.320</td>
<td>0.517±0.343</td>
<td>0.767±0.266</td>
<td>0.200±0.126</td>
<td>0.450±0.302</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1D2</td>
<td>0.600±0.290</td>
<td>0.300±0.228</td>
<td>0.600±0.253</td>
<td>0.633±0.418</td>
<td>0.250±0.315</td>
<td>0.450±0.266</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2D1</td>
<td>0.575±0.287</td>
<td>0.450±0.342</td>
<td>0.475±0.222</td>
<td>0.750±0.332</td>
<td>0.650±0.387</td>
<td>0.625±0.250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2D2</td>
<td>0.550±0.387</td>
<td>0.350±0.289</td>
<td>0.425±0.275</td>
<td>0.600±0.424</td>
<td>0.600±0.294</td>
<td>0.675±0.206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1D1</td>
<td>0.520±0.402</td>
<td>0.400±0.255</td>
<td>0.280±0.268</td>
<td>0.740±0.305</td>
<td>0.440±0.378</td>
<td>0.400±0.381</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1D2</td>
<td>0.483±0.436</td>
<td>0.500±0.303</td>
<td>0.683±0.264</td>
<td>0.500±0.290</td>
<td>0.417±0.313</td>
<td>0.583±0.397</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.563±0.333</td>
<td>0.422±0.290</td>
<td>0.497±0.271</td>
<td>0.665±0.339</td>
<td>0.426±0.302</td>
<td>0.531±0.300</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.6. Spearman correlation coefficients of time-domain parameters of systolic blood pressure ($r_s \geq 0.700$ marked)

<table>
<thead>
<tr>
<th></th>
<th>SDNN</th>
<th>IF1</th>
<th>IF2</th>
<th>RMSSD</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAT</td>
<td></td>
<td></td>
<td></td>
<td>PAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1D1</td>
<td>0.783±0.271</td>
<td>0.400±0.329</td>
<td>0.367±0.361</td>
<td>0.467±0.294</td>
<td>0.283±0.306</td>
<td>0.450±0.302</td>
</tr>
<tr>
<td>E1D2</td>
<td>0.567±0.378</td>
<td>0.617±0.204</td>
<td>0.417±0.325</td>
<td>0.500±0.228</td>
<td>0.433±0.250</td>
<td>0.383±0.293</td>
</tr>
<tr>
<td>E2D1</td>
<td>0.525±0.287</td>
<td>0.600±0.346</td>
<td>0.650±0.311</td>
<td>0.600±0.408</td>
<td>0.175±0.206</td>
<td>0.325±0.222</td>
</tr>
<tr>
<td>E2D2</td>
<td>0.650±0.100</td>
<td>0.475±0.386</td>
<td>0.375±0.310</td>
<td>0.425±0.222</td>
<td>0.550±0.173</td>
<td>0.450±0.311</td>
</tr>
<tr>
<td>C1D1</td>
<td>0.460±0.313</td>
<td>0.460±0.182</td>
<td>0.620±0.277</td>
<td>0.500±0.387</td>
<td>0.620±0.217</td>
<td>0.660±0.152</td>
</tr>
<tr>
<td>C1D2</td>
<td>0.267±0.137</td>
<td>0.400±0.268</td>
<td>0.317±0.293</td>
<td>0.717±0.240</td>
<td>0.417±0.349</td>
<td>0.417±0.271</td>
</tr>
<tr>
<td>Mean</td>
<td>0.542±0.248</td>
<td>0.492±0.286</td>
<td>0.458±0.313</td>
<td>0.535±0.297</td>
<td>0.413±0.250</td>
<td>0.448±0.259</td>
</tr>
</tbody>
</table>

Table 4.7. Spearman correlation coefficients of time-domain parameters of diastolic blood pressure ($r_s \geq 0.700$ marked)

<table>
<thead>
<tr>
<th></th>
<th>SDNN</th>
<th>IF1</th>
<th>IF2</th>
<th>RMSSD</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAT</td>
<td></td>
<td></td>
<td></td>
<td>PAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1D1</td>
<td>0.483±0.232</td>
<td>0.467±0.327</td>
<td>0.533±0.320</td>
<td>0.700±0.352</td>
<td>0.300±0.167</td>
<td>0.383±0.183</td>
</tr>
<tr>
<td>E1D2</td>
<td>0.600±0.369</td>
<td>0.583±0.194</td>
<td>0.467±0.350</td>
<td>0.667±0.121</td>
<td>0.433±0.280</td>
<td>0.417±0.366</td>
</tr>
<tr>
<td>E2D1</td>
<td>0.375±0.222</td>
<td>0.525±0.263</td>
<td>0.475±0.350</td>
<td>0.725±0.310</td>
<td>0.400±0.200</td>
<td>0.500±0.245</td>
</tr>
<tr>
<td>E2D2</td>
<td>0.175±0.287</td>
<td>0.475±0.222</td>
<td>0.400±0.294</td>
<td>0.550±0.173</td>
<td>0.575±0.395</td>
<td>0.675±0.386</td>
</tr>
<tr>
<td>C1D1</td>
<td>0.440±0.288</td>
<td>0.360±0.152</td>
<td>0.400±0.255</td>
<td>0.420±0.277</td>
<td>0.400±0.200</td>
<td>0.520±0.402</td>
</tr>
<tr>
<td>C1D2</td>
<td>0.600±0.276</td>
<td>0.350±0.243</td>
<td>0.267±0.186</td>
<td>0.667±0.314</td>
<td>0.300±0.261</td>
<td>0.233±0.242</td>
</tr>
<tr>
<td>Mean</td>
<td>0.446±0.279</td>
<td>0.460±0.234</td>
<td>0.424±0.293</td>
<td>0.622±0.258</td>
<td>0.401±0.251</td>
<td>0.455±0.304</td>
</tr>
</tbody>
</table>

Table 4.8–4.10 show the mean absolute difference of time-domain parameters between two groups of variability curves: 1) R-R intervals, systolic blood pressure, and diastolic blood pressure; 2) pulse arrival time, first instantaneous frequency, and second instantaneous frequency. The results show that PAT accurately reflects RRI in SDNN and RMSSD (0.430 and 0.311, respectively). Meanwhile, IF2 accurately reflects SBP and DBP in SDNN and RMSSD (SBP – 0.449 and 0.191, DBP – 0.454 and 0.221).

Table 4.8. Mean absolute difference of time-domain parameters of RRI (MAD ≤ 0.300 marked)

<table>
<thead>
<tr>
<th></th>
<th>SDNN</th>
<th>IF1</th>
<th>IF2</th>
<th>RMSSD</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAT</td>
<td></td>
<td></td>
<td></td>
<td>PAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E1D1</td>
<td>0.421±0.332</td>
<td>1.496±1.129</td>
<td>0.508±0.325</td>
<td>0.269±0.291</td>
<td>0.860±0.463</td>
<td>0.336±0.114</td>
</tr>
<tr>
<td>E1D2</td>
<td>0.363±0.164</td>
<td>2.007±1.700</td>
<td>0.631±0.368</td>
<td>0.323±0.157</td>
<td>1.223±0.777</td>
<td>0.490±0.398</td>
</tr>
<tr>
<td>E2D1</td>
<td>0.422±0.328</td>
<td>1.366±0.856</td>
<td>0.477±0.313</td>
<td>0.353±0.236</td>
<td>0.973±0.739</td>
<td>0.440±0.252</td>
</tr>
<tr>
<td>E2D2</td>
<td>0.870±1.041</td>
<td>2.517±2.334</td>
<td>0.468±0.314</td>
<td>0.550±0.458</td>
<td>1.344±0.967</td>
<td>0.335±0.196</td>
</tr>
<tr>
<td>C1D1</td>
<td>0.266±0.235</td>
<td>0.605±0.536</td>
<td>0.512±0.388</td>
<td>0.156±0.118</td>
<td>0.365±0.385</td>
<td>0.278±0.233</td>
</tr>
<tr>
<td>C1D2</td>
<td>0.236±0.099</td>
<td>1.197±0.692</td>
<td>0.558±0.392</td>
<td>0.216±0.083</td>
<td>0.813±0.470</td>
<td>0.424±0.145</td>
</tr>
<tr>
<td>Mean</td>
<td>0.430±0.367</td>
<td>1.531±1.208</td>
<td>0.526±0.350</td>
<td>0.311±0.224</td>
<td>0.930±0.574</td>
<td>0.384±0.223</td>
</tr>
</tbody>
</table>
Study No. 2: thermal stress test

The changes between the intervals of the thermal stresses of frequency-domain parameters (data normalized by interval I defined in section 4.4) are presented in the appendix (Study No. 2: thermal stress test).
Figure 4.19. Curves of frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E1D1)

Figure 4.20. Curves of frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E1D2)
Figure 4.21. Curves of frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E2D1)

Figure 4.22. Curves of frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment E2D2)
Figure 4.23. Curves of frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment C1D1)

Figure 4.24. Curves of frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the thermal stress test (experiment C1D2)
Table 4.11–4.13 show Spearman correlation coefficients of frequency-domain parameters between two groups of variability curves: 1) R-R intervals, systolic blood pressure, and diastolic blood pressure; 2) pulse arrival time, first instantaneous frequency, and second instantaneous frequency. The results show that: PAT best reflects the RRI, SBP, and BP in SDNN and RMSSD (0.484–0.685), therefore, the Spearman correlation coefficients are poor.

**Table 4.11.** Spearman correlation coefficients of frequency-domain parameters of R-R intervals \((r_s \geq 0.700\) marked)

<table>
<thead>
<tr>
<th></th>
<th>LF IF1</th>
<th>IF2</th>
<th></th>
<th>LF IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAT E1D1</td>
<td>0.467±0.388</td>
<td>0.417±0.256</td>
<td>0.400±0.341</td>
<td>0.817±0.172</td>
<td>0.400±0.245</td>
</tr>
<tr>
<td>PAT E1D2</td>
<td>0.617±0.319</td>
<td>0.200±0.126</td>
<td>0.267±0.163</td>
<td>0.750±0.235</td>
<td>0.350±0.266</td>
</tr>
<tr>
<td>PAT E2D1</td>
<td>0.775±0.263</td>
<td>0.300±0.356</td>
<td>0.450±0.311</td>
<td>0.700±0.424</td>
<td>0.200±0.183</td>
</tr>
<tr>
<td>PAT E2D2</td>
<td>0.375±0.320</td>
<td>0.475±0.275</td>
<td>0.475±0.236</td>
<td>0.525±0.330</td>
<td>0.650±0.332</td>
</tr>
<tr>
<td>PAT C1D1</td>
<td>0.600±0.367</td>
<td>0.520±0.327</td>
<td>0.320±0.268</td>
<td>0.620±0.228</td>
<td>0.380±0.311</td>
</tr>
<tr>
<td>PAT C1D2</td>
<td>0.717±0.194</td>
<td>0.433±0.314</td>
<td>0.267±0.197</td>
<td>0.700±0.283</td>
<td>0.583±0.214</td>
</tr>
<tr>
<td>Mean</td>
<td>0.592±0.309</td>
<td>0.391±0.276</td>
<td>0.363±0.253</td>
<td>0.685±0.279</td>
<td>0.427±0.259</td>
</tr>
</tbody>
</table>

**Table 4.12.** Spearman correlation coefficients of frequency-domain parameters of systolic blood pressure \((r_s \geq 0.700\) marked)

<table>
<thead>
<tr>
<th></th>
<th>LF IF1</th>
<th>IF2</th>
<th></th>
<th>LF IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAT E1D1</td>
<td>0.433±0.137</td>
<td>0.367±0.234</td>
<td>0.233±0.151</td>
<td>0.367±0.151</td>
<td>0.383±0.271</td>
</tr>
<tr>
<td>PAT E1D2</td>
<td>0.700±0.228</td>
<td>0.433±0.294</td>
<td>0.350±0.164</td>
<td>0.467±0.258</td>
<td>0.417±0.223</td>
</tr>
<tr>
<td>PAT E2D1</td>
<td>0.725±0.171</td>
<td>0.450±0.300</td>
<td>0.375±0.340</td>
<td>0.650±0.208</td>
<td>0.475±0.411</td>
</tr>
<tr>
<td>PAT E2D2</td>
<td>0.500±0.424</td>
<td>0.550±0.252</td>
<td>0.500±0.337</td>
<td>0.400±0.163</td>
<td>0.375±0.359</td>
</tr>
<tr>
<td>PAT C1D1</td>
<td>0.440±0.404</td>
<td>0.280±0.327</td>
<td>0.400±0.274</td>
<td>0.420±0.356</td>
<td>0.580±0.383</td>
</tr>
<tr>
<td>PAT C1D2</td>
<td>0.350±0.235</td>
<td>0.267±0.186</td>
<td>0.383±0.279</td>
<td>0.600±0.297</td>
<td>0.500±0.369</td>
</tr>
<tr>
<td>Mean</td>
<td>0.525±0.267</td>
<td>0.391±0.266</td>
<td>0.374±0.258</td>
<td>0.484±0.239</td>
<td>0.455±0.336</td>
</tr>
</tbody>
</table>

**Table 4.13.** Spearman correlation coefficients of frequency-domain parameters of diastolic blood pressure \((r_s \geq 0.700\) marked)

<table>
<thead>
<tr>
<th></th>
<th>LF IF1</th>
<th>IF2</th>
<th></th>
<th>LF IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAT E1D1</td>
<td>0.500±0.276</td>
<td>0.333±0.344</td>
<td>0.350±0.302</td>
<td>0.567±0.418</td>
<td>0.433±0.207</td>
</tr>
<tr>
<td>PAT E1D2</td>
<td>0.667±0.339</td>
<td>0.367±0.301</td>
<td>0.567±0.378</td>
<td>0.433±0.320</td>
<td>0.467±0.121</td>
</tr>
<tr>
<td>PAT E2D1</td>
<td>0.675±0.250</td>
<td>0.425±0.320</td>
<td>0.200±0.200</td>
<td>0.500±0.424</td>
<td>0.275±0.126</td>
</tr>
<tr>
<td>PAT E2D2</td>
<td>0.325±0.126</td>
<td>0.650±0.208</td>
<td>0.275±0.189</td>
<td>0.525±0.377</td>
<td>0.525±0.236</td>
</tr>
<tr>
<td>PAT C1D1</td>
<td>0.560±0.365</td>
<td>0.400±0.274</td>
<td>0.380±0.370</td>
<td>0.400±0.274</td>
<td>0.460±0.351</td>
</tr>
<tr>
<td>PAT C1D2</td>
<td>0.433±0.372</td>
<td>0.400±0.155</td>
<td>0.417±0.172</td>
<td>0.600±0.253</td>
<td>0.517±0.299</td>
</tr>
<tr>
<td>Mean</td>
<td>0.527±0.288</td>
<td>0.429±0.267</td>
<td>0.365±0.269</td>
<td>0.504±0.344</td>
<td>0.446±0.223</td>
</tr>
</tbody>
</table>

Table 4.14–4.16 show the mean absolute differences of frequency-domain parameters between two groups of variability curves: 1) R-R intervals, systolic blood pressure, and diastolic blood pressure; 2) pulse arrival time, first instantaneous frequency, and second instantaneous frequency. The results show that IF2 accurately reflects RRI, SBP, and DBP in LF and HF (RRI – 0.681 and 0.668, SBP – 0.654 and 0.636, DBP – 0.441 and 0.406).
Table 4.14. Mean absolute difference of frequency-domain parameters of R-R intervals (MAD ≤ 0.300 marked)

<table>
<thead>
<tr>
<th></th>
<th>PAT (LF)</th>
<th>IF1 (LF)</th>
<th>IF2 (LF)</th>
<th>PAT (HF)</th>
<th>IF1 (HF)</th>
<th>IF2 (HF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1D1</td>
<td>3.267±0.408</td>
<td>3.647±3.843</td>
<td>0.654±0.355</td>
<td>1.003±1.800</td>
<td>2.266±1.515</td>
<td>0.430±0.106</td>
</tr>
<tr>
<td>E1D2</td>
<td>0.930±0.812</td>
<td>4.042±3.490</td>
<td>0.896±0.999</td>
<td>0.868±0.920</td>
<td>5.333±4.447</td>
<td>1.096±1.517</td>
</tr>
<tr>
<td>E2D1</td>
<td>1.072±1.360</td>
<td>2.560±1.514</td>
<td>0.960±0.655</td>
<td>0.721±0.864</td>
<td>2.590±1.794</td>
<td>0.685±0.768</td>
</tr>
<tr>
<td>E2D2</td>
<td>5.799±11.516</td>
<td>7.682±6.712</td>
<td>0.366±0.164</td>
<td>2.093±3.803</td>
<td>5.256±4.842</td>
<td>0.522±0.365</td>
</tr>
<tr>
<td>C1D1</td>
<td>0.677±0.687</td>
<td>0.825±0.776</td>
<td>0.607±0.338</td>
<td>0.241±0.144</td>
<td>0.933±0.943</td>
<td>0.516±0.384</td>
</tr>
<tr>
<td>C1D2</td>
<td>0.434±0.286</td>
<td>2.417±2.310</td>
<td>0.603±0.482</td>
<td>0.514±0.686</td>
<td>1.930±1.507</td>
<td>0.756±0.758</td>
</tr>
<tr>
<td>Mean</td>
<td>2.030±3.512</td>
<td>3.529±3.108</td>
<td>0.681±0.499</td>
<td>0.907±1.370</td>
<td>3.051±2.508</td>
<td>0.668±0.650</td>
</tr>
</tbody>
</table>

Table 4.15. Mean absolute difference of frequency-domain parameters of systolic blood pressure (MAD ≤ 0.300 marked)

<table>
<thead>
<tr>
<th></th>
<th>PAT (LF)</th>
<th>IF1 (LF)</th>
<th>IF2 (LF)</th>
<th>PAT (HF)</th>
<th>IF1 (HF)</th>
<th>IF2 (HF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1D1</td>
<td>3.487±6.667</td>
<td>3.698±4.003</td>
<td>0.643±0.591</td>
<td>1.283±1.710</td>
<td>2.107±1.487</td>
<td>0.528±0.330</td>
</tr>
<tr>
<td>E1D2</td>
<td>0.999±1.169</td>
<td>3.449±3.663</td>
<td>0.358±0.224</td>
<td>0.982±0.559</td>
<td>4.171±4.226</td>
<td>0.670±0.516</td>
</tr>
<tr>
<td>E2D1</td>
<td>1.541±1.281</td>
<td>1.834±1.608</td>
<td>0.644±0.379</td>
<td>0.391±0.157</td>
<td>1.876±1.958</td>
<td>0.390±0.161</td>
</tr>
<tr>
<td>E2D2</td>
<td>0.092±11.538</td>
<td>7.965±6.121</td>
<td>0.816±0.576</td>
<td>2.332±3.706</td>
<td>5.462±4.539</td>
<td>0.537±0.403</td>
</tr>
<tr>
<td>C1D1</td>
<td>1.015±0.772</td>
<td>1.165±0.787</td>
<td>0.916±0.918</td>
<td>1.067±1.239</td>
<td>1.684±1.127</td>
<td>1.263±1.345</td>
</tr>
<tr>
<td>C1D2</td>
<td>0.702±0.274</td>
<td>2.411±2.771</td>
<td>0.549±0.346</td>
<td>0.254±0.116</td>
<td>1.629±1.549</td>
<td>0.429±0.100</td>
</tr>
<tr>
<td>Mean</td>
<td>2.306±3.617</td>
<td>3.420±3.159</td>
<td>0.654±0.506</td>
<td>1.052±1.248</td>
<td>2.822±2.481</td>
<td>0.636±0.476</td>
</tr>
</tbody>
</table>

Table 4.16. Mean absolute difference of frequency-domain parameters of diastolic blood pressure (MAD ≤ 0.300 marked)

<table>
<thead>
<tr>
<th></th>
<th>PAT (LF)</th>
<th>IF1 (LF)</th>
<th>IF2 (LF)</th>
<th>PAT (HF)</th>
<th>IF1 (HF)</th>
<th>IF2 (HF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1D1</td>
<td>3.096±6.424</td>
<td>3.489±3.912</td>
<td>0.567±0.333</td>
<td>0.944±1.708</td>
<td>2.039±1.518</td>
<td>0.324±0.096</td>
</tr>
<tr>
<td>E1D2</td>
<td>1.155±1.171</td>
<td>3.590±3.880</td>
<td>0.383±0.158</td>
<td>0.754±0.708</td>
<td>4.413±4.656</td>
<td>0.574±0.192</td>
</tr>
<tr>
<td>E2D1</td>
<td>1.446±1.758</td>
<td>2.153±1.573</td>
<td>0.384±0.086</td>
<td>0.169±0.101</td>
<td>2.060±1.992</td>
<td>0.289±0.038</td>
</tr>
<tr>
<td>E2D2</td>
<td>5.837±11.670</td>
<td>7.720±6.732</td>
<td>0.386±0.222</td>
<td>2.025±3.851</td>
<td>5.284±4.962</td>
<td>0.306±0.153</td>
</tr>
<tr>
<td>C1D1</td>
<td>0.614±0.436</td>
<td>0.686±0.565</td>
<td>0.448±0.176</td>
<td>0.358±0.159</td>
<td>0.957±0.645</td>
<td>0.523±0.271</td>
</tr>
<tr>
<td>C1D2</td>
<td>0.558±0.402</td>
<td>2.548±2.709</td>
<td>0.477±0.386</td>
<td>0.308±0.153</td>
<td>1.740±1.552</td>
<td>0.420±0.274</td>
</tr>
<tr>
<td>Mean</td>
<td>2.118±3.644</td>
<td>3.365±3.229</td>
<td>0.441±0.227</td>
<td>0.760±1.113</td>
<td>2.749±2.554</td>
<td>0.406±0.171</td>
</tr>
</tbody>
</table>

Scatter plots and linear regression of time-domain parameters (between RRI-PAT, RRI-IF1, RRI-IF2, SBP-PAT, SBP-IF1, SBP-IF2, DBP-PAT, DBP-IF1, and DBP-IF2) show that parameters are not depended on each other. The coefficient of determination is poor, therefore it is not presented.

**Discussion**

The results show that R-R intervals and blood pressure decrease (decrease of DBP is not always statistically significant) during thermal stress. During thermal stress, the core temperature increases rapidly because two large surfaces (skin and epithelium of the pulmonary alveoli) are influenced by heat. Elevated core temperature causes thermoregulatory reactions which protect the body from overheating (Pilch et al., 2014). The only effective way to reduce temperature of the body is vaporization of fluid from the skin (sweating), which reduces body
water, mass, and plasma volume (Blum, Blum, 2007). The responses of an organism to elevated temperature are dilatation of skin vessels (dilatation reduces peripheral resistance) and to 60% increased skin blood flow (Stephenson, Kolka, 1988). Increased skin blood flow may be continued because the flow in different vessels reduces, for example, blood flow is reduced in muscles and kidneys. HR increases because of increased activation of the sympathetic nervous system and secretion of noradrenalin (Hannuksela, Ellaham, 2001). Therefore, it is possible to conclude that the results of this study coincide with those described in literature.

Based on preliminary results (obtained from a limited number of healthy subjects) of time-domain and frequency-domain analysis, it is possible to conclude that PAT variability is more accurately than RRI variability in time-domain parameters, meanwhile, IF2 variability – in frequency-domain parameters. IF2 (higher instantaneous frequency) variability is more accurate than SBP and DBP variability in time-domain and frequency-domain parameters.

On the other hand, the thermal stress test is a very complex and difficult test for the human body because high temperatures affect the whole organism (cardiovascular system, nervous system, and other). Therefore, complicated processes take place in the body and it tries to adapt to stressful situations. Every human organism is different and, therefore, the adaptations to stressful situations are different, which is clearly visible in the data of each subject, hence case-to-case studies should be applied in future work.

During a thermal stress test the organism experiences higher stress than during an orthostatic test. Therefore, during the orthostatic test, slower processes occur and lower extracted instantaneous frequency (IF1) better reflects the variability of BP, meanwhile, during thermal stress test, faster processes occur and higher extracted instantaneous frequency (IF2) better reflects the variability of BP.

However, the database is limited; only 8 healthy subjects are investigated. In order to get more accurate trends and interrelations of BP, PAT and IF more comprehensive investigation and a larger database is required. The database should be expanded by collecting more data from volunteers of different age groups and in various physical shapes; more studies with different stress tests should be done.

4.3. Conclusions of the chapter

1. The noise-resistant algorithm for estimating pulse arrival time (PATht) shows better accuracy than the classical and diastole-patching pulse arrival time estimation algorithms when physiological signals are noisy (SNR 0–20 dB).
2. The variability of pulse arrival time, first and second instantaneous frequencies show the same tendency as the variability of systolic and diastolic blood pressure and the same or opposite tendency as heart rate variability during the orthostatic test. Mean absolute difference between the variability of R-R intervals and the variability of pulse arrival time, first and second instantaneous frequencies are lower in the SDNN parameter, meanwhile, mean absolute difference is high in RMSSD, LF, and
HF parameter. Mean absolute difference is lower between the variability of blood pressure and the variability of pulse arrival time and first instantaneous frequency in time-domain and frequency-domain parameters.

3. In thermal stress case, mean absolute difference between the variability of blood pressure and the variability of second instantaneous frequency is low in the time-domain and frequency-domain parameters. Meanwhile, mean absolute difference between heart rate (R-R intervals) variability and the variability of pulse arrival time is low in the time-domain parameters.

4. When slower processes occur in an organism (for example, during an orthostatic test), the variability of lower extracted instantaneous frequency (IF1) better reflects the variability of blood pressure, and vice versa; when faster processes occur in an organism (for example, during a thermal stress test), the variability of higher extracted instantaneous frequency (IF2) better reflects the variability of blood pressure.
5. CONCLUSIONS

1. A noise-resistant algorithm for estimating pulse arrival time was developed. The proposed algorithm shows better accuracy than the classical and diastole-patching pulse arrival time estimation algorithms when the photoplethysmogram signal is noisy at all investigated signal-to-noise ratios (at 0–20 dB).

2. An algorithm for extracting instantaneous frequencies from a photoplethysmogram signal was developed. The results show that the extracted characteristics (instantaneous frequencies) are related to the physiological processes: short-term blood pressure and heart rate variability.

3. Results show that the characteristics estimated using the proposed algorithms can be used to evaluate short-term blood pressure variability during rest and in non-stationary conditions. The variability of pulse arrival time, first instantaneous frequency, and second instantaneous frequency show the same tendency as the variability of systolic and diastolic blood pressure during the orthostatic test. The mean absolute difference between pulse arrival time, first instantaneous frequency variability and blood pressure (systolic and diastolic) variability is low (0.086–0.231 and 0.081–0.276, respectively) in time-domain and higher (0.175–0.506 and 0.149–0.388, respectively) in frequency-domain parameters. In thermal stress case, the mean absolute difference between the second instantaneous frequency variability and blood pressure (systolic and diastolic) variability is low in time-domain (0.191–0.221) and frequency-domain (0.406–0.636) parameters.

4. The results show that the characteristics estimated using the proposed algorithms can be used for measuring short-term heart rate variability during rest and in non-stationary conditions. The variability of pulse arrival time, first instantaneous frequency, and second instantaneous frequency show the same or opposite tendency as the variability of heart rate during the orthostatic test. The mean absolute difference between the variability of pulse arrival time, first and second instantaneous frequencies and the variability of heart rate is low (0.313–0.406) only for the SDNN parameter. In the case of thermal stress, the mean absolute difference between pulse arrival time and heart rate variability is low in time-domain (0.311 and 0.430) parameters.

5. The results indicate that the extracted characteristics (pulse arrival time and instantaneous frequencies) better reflect short-term heart rate and blood pressure variability during an orthostatic test than during a thermal stress test because each organism is different and respond to stress in a unique manner. Moreover, the database of thermal stress test is not large enough, the data is from a narrow age group and from subjects in different physical
shapes. Additionally, the thermal stress test is very complex and difficult for the human body.

6. Two physiological tests (orthostatic test and thermal stress test) were performed and two physiological signal databases were collected. The database of the thermal stress test is unique and collected under extreme conditions.

7. Based on investigations and conclusions 4–6, it is recommended:
   - To evaluate short-term systolic blood pressure variability to use pulse arrival time (for SDNN, RMSSD, and LF) and first instantaneous frequency (for SDNN, RMSSD, LF, and HF) parameters at rest or during low stress, pulse arrival time (for SDNN and RMSSD) and second instantaneous frequency (for SDNN, RMSSD, LF, and HF) parameters during high stress.
   - To evaluate short-term diastolic blood pressure variability using pulse arrival time (for SDNN, RMSSD, and LF), first instantaneous frequency (for SDNN, LF, and HF), and second instantaneous frequency (for RMSSD) parameters at rest or during low stress, pulse arrival time (for SDNN and RMSSD) and second instantaneous frequency (for SDNN, RMSSD, LF, and HF) parameters during high stress.
   - To evaluate short-term heart rate variability using pulse arrival time, first instantaneous frequency, and second instantaneous frequency (for SDNN) parameters at rest or during low stress, pulse arrival time (for SDNN and RMSSD) and second instantaneous frequency (for SDNN, RMSSD, LF, and HF) parameters during high stress.
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APPENDIX

Study No. 1: orthostatic test

Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the orthostatic test. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

The changes of time-domain parameters between intervals I–II and II–III (data normalized by interval II (standing)).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td></td>
<td>0.81±0.24</td>
<td>1.21±0.32</td>
<td>1.10±0.51</td>
<td>1.35±0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td></td>
<td>0.57±0.16</td>
<td>0.59±0.17</td>
<td>0.55±0.15</td>
<td>0.55±0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td></td>
<td>0.42±0.12</td>
<td>0.46±0.14</td>
<td>0.53±0.18</td>
<td>0.61±0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAT</td>
<td></td>
<td>0.49±0.13</td>
<td>0.46±0.12</td>
<td>0.80±0.26</td>
<td>0.79±0.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF1</td>
<td></td>
<td>0.43±0.11</td>
<td>0.48±0.13</td>
<td>0.61±0.17</td>
<td>0.61±0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF2</td>
<td></td>
<td>0.68±0.24</td>
<td>0.75±0.30</td>
<td>0.98±0.29</td>
<td>0.93±0.29</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 during the orthostatic test. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

The changes of frequency-domain parameters between intervals I–II and II–III (data normalized by interval II (standing)).

<table>
<thead>
<tr>
<th></th>
<th>LF Intervals</th>
<th></th>
<th>HF Intervals</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>III</td>
<td>I</td>
</tr>
<tr>
<td>RRI</td>
<td>0.99 ± 0.78</td>
<td>1.01 ± 0.43</td>
<td>1.40 ± 1.37</td>
<td>1.69 ± 1.78</td>
</tr>
<tr>
<td>SBP</td>
<td>0.51 ± 0.23</td>
<td>0.54 ± 0.38</td>
<td>0.21 ± 0.13</td>
<td>0.23 ± 0.16</td>
</tr>
<tr>
<td>DBP</td>
<td>0.26 ± 0.15</td>
<td>0.31 ± 0.17</td>
<td>0.22 ± 0.12</td>
<td>0.26 ± 0.18</td>
</tr>
<tr>
<td>PAT</td>
<td>0.19 ± 0.07</td>
<td>0.17 ± 0.07</td>
<td>0.69 ± 0.60</td>
<td>0.76 ± 0.71</td>
</tr>
<tr>
<td>IF1</td>
<td>0.17 ± 0.10</td>
<td>0.16 ± 0.12</td>
<td>0.28 ± 0.13</td>
<td>0.26 ± 0.16</td>
</tr>
<tr>
<td>IF2</td>
<td>0.44 ± 0.38</td>
<td>0.44 ± 0.28</td>
<td>0.77 ± 0.42</td>
<td>0.70 ± 0.44</td>
</tr>
</tbody>
</table>
**Study No. 2: thermal stress test**

Mean of RRI, SBP, DBP, PAT, IF1, and IF2 of all subjects of experiment E1D2. * – statistically significant difference ($p \leq 0.05$) between a particular interval and interval I.

Mean of RRI, SBP, DBP, PAT, IF1, and IF2 of all subjects of experiment E2D1. * – statistically significant difference ($p \leq 0.05$) between a particular interval and interval I.
Mean of RRI, SBP, DBP, PAT, IF1, and IF2 of all subjects of experiment E2D2. * – statistically significant difference ($p \leq 0.05$) between a particular interval and interval I.

Mean of RRI, SBP, DBP, PAT, IF1, and IF2 of all subjects of experiment C1D1. * – statistically significant difference ($p \leq 0.05$) between a particular interval and interval I.
Mean of RRI, SBP, DBP, PAT, IF1, and IF2 of all subjects of experiment C1D2. * – statistically significant difference ($p \leq 0.05$) between a particular interval and interval I.

Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments E1D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).
Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments E1D2. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments E2D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).
Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments E2D2. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments C1D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).
Time-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments C1D2. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

The changes between intervals of time-domain parameters (SDNN and RMSSD) of experiment E1D1 (data normalized by interval I).

### SDNN

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td>0.81 ± 0.21</td>
<td>0.88 ± 0.24</td>
<td>0.73 ± 0.26</td>
<td>0.74 ± 0.35</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>1.23 ± 0.73</td>
<td>1.21 ± 0.73</td>
<td>0.92 ± 0.54</td>
<td>0.82 ± 0.40</td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>1.05 ± 0.45</td>
<td>1.02 ± 0.31</td>
<td>0.78 ± 0.23</td>
<td>0.82 ± 0.28</td>
<td></td>
</tr>
<tr>
<td>PAT</td>
<td>1.12 ± 0.45</td>
<td>1.11 ± 0.32</td>
<td>1.10 ± 0.41</td>
<td>1.49 ± 1.26</td>
<td></td>
</tr>
<tr>
<td>IF1</td>
<td>2.17 ± 2.49</td>
<td>2.53 ± 2.07</td>
<td>2.81 ± 2.15</td>
<td>2.82 ± 2.40</td>
<td></td>
</tr>
<tr>
<td>IF2</td>
<td>1.25 ± 0.73</td>
<td>1.28 ± 0.52</td>
<td>1.32 ± 0.39</td>
<td>1.26 ± 0.52</td>
<td></td>
</tr>
</tbody>
</table>

### RMSSD

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td>0.45 ± 0.24</td>
<td>0.45 ± 0.22</td>
<td>0.32 ± 0.20</td>
<td>0.25 ± 0.14</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>0.68 ± 0.32</td>
<td>0.68 ± 0.35</td>
<td>0.65 ± 0.36</td>
<td>0.69 ± 0.39</td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>0.56 ± 0.15</td>
<td>0.59 ± 0.15</td>
<td>0.52 ± 0.19</td>
<td>0.52 ± 0.14</td>
<td></td>
</tr>
<tr>
<td>PAT</td>
<td>0.64 ± 0.18</td>
<td>0.52 ± 0.16</td>
<td>0.51 ± 0.28</td>
<td>0.83 ± 1.11</td>
<td></td>
</tr>
<tr>
<td>IF1</td>
<td>1.23 ± 0.84</td>
<td>1.36 ± 0.64</td>
<td>1.38 ± 0.65</td>
<td>1.66 ± 1.17</td>
<td></td>
</tr>
<tr>
<td>IF2</td>
<td>0.81 ± 0.19</td>
<td>0.76 ± 0.15</td>
<td>0.75 ± 0.14</td>
<td>0.73 ± 0.33</td>
<td></td>
</tr>
</tbody>
</table>
The changes between intervals of time-domain parameters (SDNN and RMSSD) of experiment E1D2 (data normalized by interval I).

<table>
<thead>
<tr>
<th></th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td></td>
<td>1</td>
<td>1.18 ± 0.47</td>
<td>0.93 ± 0.24</td>
<td>0.99 ± 0.42</td>
<td>0.83 ± 0.26</td>
</tr>
<tr>
<td>SBP</td>
<td></td>
<td>1</td>
<td>1.08 ± 0.34</td>
<td>1.08 ± 0.49</td>
<td>1.09 ± 0.51</td>
<td>1.01 ± 0.51</td>
</tr>
<tr>
<td>DBP</td>
<td></td>
<td>1</td>
<td>0.95 ± 0.33</td>
<td>0.97 ± 0.46</td>
<td>0.98 ± 0.42</td>
<td>1.01 ± 0.50</td>
</tr>
<tr>
<td>PAT</td>
<td></td>
<td>1</td>
<td>1.50 ± 0.58</td>
<td>1.39 ± 0.45</td>
<td>1.50 ± 0.57</td>
<td>1.30 ± 0.22</td>
</tr>
<tr>
<td>IF1</td>
<td></td>
<td>1</td>
<td>2.35 ± 2.02</td>
<td>3.05 ± 2.25</td>
<td>3.61 ± 2.96</td>
<td>3.33 ± 3.21</td>
</tr>
<tr>
<td>IF2</td>
<td></td>
<td>1</td>
<td>1.31 ± 0.78</td>
<td>1.57 ± 0.57</td>
<td>1.60 ± 0.54</td>
<td>1.36 ± 0.67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td></td>
<td>1</td>
<td>1.04 ± 1.22</td>
<td>0.67 ± 0.54</td>
<td>1.00 ± 1.08</td>
<td>0.63 ± 0.57</td>
</tr>
<tr>
<td>SBP</td>
<td></td>
<td>1</td>
<td>0.99 ± 0.25</td>
<td>0.78 ± 0.16</td>
<td>0.94 ± 0.41</td>
<td>0.84 ± 0.23</td>
</tr>
<tr>
<td>DBP</td>
<td></td>
<td>1</td>
<td>0.80 ± 0.19</td>
<td>0.65 ± 0.13</td>
<td>0.83 ± 0.37</td>
<td>0.81 ± 0.28</td>
</tr>
<tr>
<td>PAT</td>
<td></td>
<td>1</td>
<td>0.99 ± 0.63</td>
<td>0.76 ± 0.37</td>
<td>0.92 ± 0.70</td>
<td>0.65 ± 0.38</td>
</tr>
<tr>
<td>IF1</td>
<td></td>
<td>1</td>
<td>1.41 ± 0.74</td>
<td>1.97 ± 1.32</td>
<td>1.86 ± 1.07</td>
<td>1.68 ± 1.34</td>
</tr>
<tr>
<td>IF2</td>
<td></td>
<td>1</td>
<td>0.75 ± 0.15</td>
<td>0.86 ± 0.14</td>
<td>0.82 ± 0.18</td>
<td>0.69 ± 0.30</td>
</tr>
</tbody>
</table>

The changes between intervals of time-domain parameters (SDNN and RMSSD) of experiment E2D1 (data normalized by interval I).

<table>
<thead>
<tr>
<th></th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td></td>
<td>1</td>
<td>0.78 ± 0.28</td>
<td>0.73 ± 0.50</td>
<td>0.75 ± 0.40</td>
<td>0.78 ± 0.56</td>
</tr>
<tr>
<td>SBP</td>
<td></td>
<td>1</td>
<td>1.31 ± 0.57</td>
<td>1.12 ± 0.56</td>
<td>1.03 ± 0.29</td>
<td>1.19 ± 0.58</td>
</tr>
<tr>
<td>DBP</td>
<td></td>
<td>1</td>
<td>0.90 ± 0.37</td>
<td>0.77 ± 0.16</td>
<td>0.74 ± 0.19</td>
<td>1.89 ± 0.36</td>
</tr>
<tr>
<td>PAT</td>
<td></td>
<td>1</td>
<td>1.11 ± 0.56</td>
<td>0.99 ± 0.09</td>
<td>1.28 ± 0.80</td>
<td>1.34 ± 0.87</td>
</tr>
<tr>
<td>IF1</td>
<td></td>
<td>1</td>
<td>2.09 ± 0.90</td>
<td>2.14 ± 1.10</td>
<td>2.21 ± 1.42</td>
<td>2.76 ± 1.50</td>
</tr>
<tr>
<td>IF2</td>
<td></td>
<td>1</td>
<td>1.25 ± 0.43</td>
<td>1.17 ± 0.48</td>
<td>1.43 ± 0.36</td>
<td>1.30 ± 0.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td></td>
<td>1</td>
<td>0.53 ± 0.24</td>
<td>0.68 ± 1.04</td>
<td>0.55 ± 0.59</td>
<td>0.55 ± 0.56</td>
</tr>
<tr>
<td>SBP</td>
<td></td>
<td>1</td>
<td>0.75 ± 0.28</td>
<td>0.74 ± 0.24</td>
<td>0.76 ± 0.18</td>
<td>0.76 ± 0.31</td>
</tr>
<tr>
<td>DBP</td>
<td></td>
<td>1</td>
<td>0.54 ± 0.09</td>
<td>0.51 ± 0.14</td>
<td>0.53 ± 0.23</td>
<td>0.56 ± 0.25</td>
</tr>
<tr>
<td>PAT</td>
<td></td>
<td>1</td>
<td>0.73 ± 0.24</td>
<td>0.62 ± 0.23</td>
<td>0.61 ± 0.29</td>
<td>0.67 ± 0.35</td>
</tr>
<tr>
<td>IF1</td>
<td></td>
<td>1</td>
<td>1.54 ± 0.54</td>
<td>1.48 ± 0.78</td>
<td>1.16 ± 0.38</td>
<td>1.58 ± 0.72</td>
</tr>
<tr>
<td>IF2</td>
<td></td>
<td>1</td>
<td>0.83 ± 0.20</td>
<td>0.77 ± 0.20</td>
<td>0.73 ± 0.18</td>
<td>0.75 ± 0.19</td>
</tr>
</tbody>
</table>
The changes between intervals of time-domain parameters (SDNN and RMSSD) of experiment E2D2 (data normalized by interval I).

<table>
<thead>
<tr>
<th>SDNN</th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RRI</td>
<td>SBP</td>
<td>DBP</td>
<td>PAT</td>
<td>IF1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.25 ± 0.47</td>
<td>0.96 ± 0.27</td>
<td>0.93 ± 0.45</td>
<td>4.24 ± 4.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.87 ± 0.19</td>
<td>1.20 ± 0.53</td>
<td>0.90 ± 0.46</td>
<td>1.25 ± 0.46</td>
<td>1.35 ± 0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.69 ± 0.25</td>
<td>0.89 ± 0.27</td>
<td>1.25 ± 0.67</td>
<td>3.89 ± 2.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.79 ± 0.39</td>
<td>0.89 ± 0.27</td>
<td>2.46 ± 3.00</td>
<td>1.27 ± 0.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.76 ± 0.32</td>
<td>1.10 ± 0.29</td>
<td>4.39 ± 4.08</td>
<td>1.41 ± 0.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RMSSD</th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RRI</td>
<td>SBP</td>
<td>DBP</td>
<td>PAT</td>
<td>IF1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.78 ± 0.54</td>
<td>0.66 ± 0.21</td>
<td>0.61 ± 0.11</td>
<td>0.61 ± 0.36</td>
<td>2.16 ± 1.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.45 ± 0.26</td>
<td>0.79 ± 0.15</td>
<td>0.59 ± 0.17</td>
<td>0.65 ± 0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.63 ± 0.60</td>
<td>0.73 ± 0.30</td>
<td>0.62 ± 0.22</td>
<td>1.02 ± 1.08</td>
</tr>
</tbody>
</table>

The changes between intervals of time-domain parameters (SDNN and RMSSD) of experiment C1D1 (data normalized by interval I).

<table>
<thead>
<tr>
<th>SDNN</th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RRI</td>
<td>SBP</td>
<td>DBP</td>
<td>PAT</td>
<td>IF1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.86 ± 0.35</td>
<td>1.51 ± 0.54</td>
<td>1.27 ± 0.34</td>
<td>1.00 ± 0.40</td>
<td>1.09 ± 0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.93 ± 0.54</td>
<td>1.14 ± 0.70</td>
<td>0.98 ± 0.38</td>
<td>1.16 ± 0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.02 ± 0.50</td>
<td>1.07 ± 0.65</td>
<td>0.89 ± 0.30</td>
<td>1.24 ± 0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.91 ± 0.64</td>
<td>1.06 ± 0.41</td>
<td>0.93 ± 0.23</td>
<td>1.20 ± 0.74</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RMSSD</th>
<th>Intervals</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RRI</td>
<td>SBP</td>
<td>DBP</td>
<td>PAT</td>
<td>IF1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.47 ± 0.18</td>
<td>0.69 ± 0.10</td>
<td>0.69 ± 0.20</td>
<td>0.53 ± 0.21</td>
<td>0.81 ± 0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.39 ± 0.25</td>
<td>0.68 ± 0.26</td>
<td>0.74 ± 0.30</td>
<td>0.53 ± 0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.58 ± 0.45</td>
<td>0.72 ± 0.24</td>
<td>0.73 ± 0.19</td>
<td>0.51 ± 0.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.35 ± 0.20</td>
<td>0.76 ± 0.27</td>
<td>0.71 ± 0.25</td>
<td>0.47 ± 0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The changes between intervals of time-domain parameters (SDNN and RMSSD) of experiment C1D2 (data normalized by interval I).

### SDNN Intervals

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td>0.92 ± 0.26</td>
<td>0.93 ± 0.23</td>
<td>0.97 ± 0.40</td>
<td>0.72 ± 0.27</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>0.98 ± 0.41</td>
<td>0.76 ± 0.33</td>
<td>0.83 ± 0.24</td>
<td>0.77 ± 0.33</td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>0.98 ± 0.45</td>
<td>0.75 ± 0.31</td>
<td>0.81 ± 0.11</td>
<td>0.74 ± 0.24</td>
<td></td>
</tr>
<tr>
<td>PAT</td>
<td>1.13 ± 0.44</td>
<td>1.15 ± 0.36</td>
<td>1.17 ± 0.48</td>
<td>1.01 ± 0.36</td>
<td></td>
</tr>
<tr>
<td>IF1</td>
<td>1.96 ± 1.72</td>
<td>2.26 ± 1.30</td>
<td>2.07 ± 1.40</td>
<td>2.27 ± 1.52</td>
<td></td>
</tr>
<tr>
<td>IF2</td>
<td>1.16 ± 0.53</td>
<td>1.30 ± 0.63</td>
<td>1.27 ± 0.80</td>
<td>1.35 ± 0.80</td>
<td></td>
</tr>
</tbody>
</table>

### RMSSD Intervals

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI</td>
<td>0.67 ± 0.34</td>
<td>0.62 ± 0.32</td>
<td>0.77 ± 0.63</td>
<td>0.54 ± 0.37</td>
<td></td>
</tr>
<tr>
<td>SBP</td>
<td>0.74 ± 0.15</td>
<td>0.68 ± 0.13</td>
<td>0.68 ± 0.17</td>
<td>0.58 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>DBP</td>
<td>0.77 ± 0.29</td>
<td>0.63 ± 0.14</td>
<td>0.64 ± 0.17</td>
<td>0.57 ± 0.22</td>
<td></td>
</tr>
<tr>
<td>PAT</td>
<td>0.78 ± 0.33</td>
<td>0.66 ± 0.25</td>
<td>0.61 ± 0.21</td>
<td>0.51 ± 0.16</td>
<td></td>
</tr>
<tr>
<td>IF1</td>
<td>1.38 ± 0.98</td>
<td>1.48 ± 0.80</td>
<td>1.34 ± 0.99</td>
<td>1.32 ± 0.85</td>
<td></td>
</tr>
<tr>
<td>IF2</td>
<td>0.76 ± 0.36</td>
<td>0.79 ± 0.25</td>
<td>0.80 ± 0.40</td>
<td>0.82 ± 0.39</td>
<td></td>
</tr>
</tbody>
</table>

Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiments E1D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).
Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiment E1D2. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiment E2D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).
Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiment E2D2. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiment C1D1. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).
Frequency-domain parameters of RRI, SBP, DBP, PAT, IF1, and IF2 at five rest intervals of all experiment C1D2. The results are expressed as box plots with a median (line inside box), 25% and 75% quartiles (box), range (whiskers) and outliers (plus).

The changes between intervals of frequency-domain parameters (LF and HF) of experiment E1D1 (data normalized by interval I).

<table>
<thead>
<tr>
<th></th>
<th>LF</th>
<th></th>
<th>HF</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervals</td>
<td></td>
<td>Intervals</td>
<td></td>
</tr>
<tr>
<td>RRI</td>
<td>I</td>
<td>1.15</td>
<td>II</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.73</td>
<td>IV</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>1.12</td>
<td></td>
<td>1.22</td>
</tr>
<tr>
<td>SBP</td>
<td>I</td>
<td>1.17</td>
<td>II</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.90</td>
<td>IV</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>0.87</td>
<td></td>
<td>0.77</td>
</tr>
<tr>
<td>DBP</td>
<td>I</td>
<td>0.87</td>
<td>II</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.56</td>
<td>IV</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>0.94</td>
<td></td>
<td>0.77</td>
</tr>
<tr>
<td>PAT</td>
<td>I</td>
<td>3.05</td>
<td>II</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>2.84</td>
<td>IV</td>
<td>10.59</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>5.56</td>
<td></td>
<td>9.47</td>
</tr>
<tr>
<td>IF1</td>
<td>I</td>
<td>5.15</td>
<td>II</td>
<td>3.97</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>4.91</td>
<td>IV</td>
<td>5.56</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>5.64</td>
<td></td>
<td>9.47</td>
</tr>
<tr>
<td>IF2</td>
<td>I</td>
<td>1.15</td>
<td>II</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.79</td>
<td>IV</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>V</td>
<td>0.78</td>
<td></td>
<td>0.52</td>
</tr>
</tbody>
</table>
The changes between intervals of frequency-domain parameters (LF and HF) of experiment E1D2 (data normalized by interval I).

<table>
<thead>
<tr>
<th></th>
<th>LF</th>
<th>HF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervals</td>
<td>Intervals</td>
</tr>
<tr>
<td>RRI</td>
<td>I  1.19 ± 1.30</td>
<td>0.49 ± 0.43</td>
</tr>
<tr>
<td>SBP</td>
<td>I  1.11 ± 0.84</td>
<td>0.91 ± 0.79</td>
</tr>
<tr>
<td>DBP</td>
<td>I  0.67 ± 0.36</td>
<td>0.49 ± 0.26</td>
</tr>
<tr>
<td>PAT</td>
<td>I  1.77 ± 1.52</td>
<td>0.67 ± 0.40</td>
</tr>
<tr>
<td>IF1</td>
<td>I  3.47 ± 2.30</td>
<td>4.14 ± 3.95</td>
</tr>
<tr>
<td>IF2</td>
<td>I  1.09 ± 0.42</td>
<td>0.88 ± 0.44</td>
</tr>
<tr>
<td></td>
<td>RRI 1 3.09 ± 5.64</td>
<td>1.62 ± 3.30</td>
</tr>
<tr>
<td>SBP</td>
<td>1 1.52 ± 0.69</td>
<td>0.76 ± 0.48</td>
</tr>
<tr>
<td>DBP</td>
<td>1 0.98 ± 0.42</td>
<td>0.49 ± 0.45</td>
</tr>
<tr>
<td>PAT</td>
<td>1 1.72 ± 1.81</td>
<td>0.67 ± 0.40</td>
</tr>
<tr>
<td>IF1</td>
<td>1 3.91 ± 4.67</td>
<td>6.60 ± 6.27</td>
</tr>
<tr>
<td>IF2</td>
<td>1 0.63 ± 0.61</td>
<td>0.81 ± 0.49</td>
</tr>
<tr>
<td></td>
<td>RRI 1 0.49 ± 0.43</td>
<td>1.62 ± 3.30</td>
</tr>
<tr>
<td>SBP</td>
<td>1 0.91 ± 0.79</td>
<td>0.76 ± 0.48</td>
</tr>
<tr>
<td>DBP</td>
<td>1 0.58 ± 0.26</td>
<td>0.49 ± 0.45</td>
</tr>
<tr>
<td>PAT</td>
<td>1 0.67 ± 0.40</td>
<td>0.57 ± 0.55</td>
</tr>
<tr>
<td>IF1</td>
<td>1 3.15 ± 2.55</td>
<td>3.56 ± 3.53</td>
</tr>
<tr>
<td>IF2</td>
<td>1 0.70 ± 0.25</td>
<td>0.70 ± 0.23</td>
</tr>
</tbody>
</table>
The changes between intervals of frequency-domain parameters (LF and HF) of experiment E2D2 (data normalized by interval I).

<table>
<thead>
<tr>
<th>LF Intervals</th>
<th>RRI</th>
<th>SBP</th>
<th>DBP</th>
<th>PAT</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>1.13 ± 0.66</td>
<td>1.32 ± 0.87</td>
<td>0.71 ± 0.39</td>
<td>1.49 ± 1.86</td>
<td>10.29 ± 9.84</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>0.52 ± 0.15</td>
<td>1.11 ± 0.85</td>
<td>0.54 ± 0.35</td>
<td>1.45 ± 1.06</td>
<td>10.24 ± 5.79</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td>0.82 ± 0.63</td>
<td>1.51 ± 1.29</td>
<td>0.72 ± 0.46</td>
<td>5.14 ± 10.19</td>
<td>8.10 ± 6.13</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>0.60 ± 0.36</td>
<td>1.33 ± 1.28</td>
<td>0.70 ± 0.36</td>
<td>17.62 ± 36.86</td>
<td>13.79 ± 18.21</td>
</tr>
<tr>
<td>V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.85 ± 0.69</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HF Intervals</th>
<th>RRI</th>
<th>SBP</th>
<th>DBP</th>
<th>PAT</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>1.33 ± 2.09</td>
<td>0.99 ± 0.69</td>
<td>1.50 ± 0.17</td>
<td>0.79 ± 1.07</td>
<td>5.90 ± 5.93</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>0.33 ± 0.24</td>
<td>0.92 ± 0.62</td>
<td>0.48 ± 0.26</td>
<td>0.62 ± 0.40</td>
<td>6.00 ± 3.45</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td>0.60 ± 0.79</td>
<td>1.20 ± 0.98</td>
<td>0.58 ± 0.33</td>
<td>4.11 ± 9.04</td>
<td>6.23 ± 5.25</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>0.28 ± 0.23</td>
<td>0.88 ± 0.40</td>
<td>0.69 ± 0.44</td>
<td>3.71 ± 7.04</td>
<td>10.56 ± 14.60</td>
</tr>
<tr>
<td>V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.85 ± 0.69</td>
<td></td>
</tr>
</tbody>
</table>

The changes between intervals of frequency-domain parameters (LF and HF) of experiment C1D1 (data normalized by interval I).

<table>
<thead>
<tr>
<th>LF Intervals</th>
<th>RRI</th>
<th>SBP</th>
<th>DBP</th>
<th>PAT</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>0.68 ± 0.43</td>
<td>2.04 ± 1.83</td>
<td>0.76 ± 0.56</td>
<td>0.83 ± 1.02</td>
<td>0.85 ± 0.70</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>0.64 ± 0.59</td>
<td>1.41 ± 1.23</td>
<td>0.78 ± 0.54</td>
<td>1.09 ± 1.13</td>
<td>0.94 ± 1.09</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td>1.28 ± 1.33</td>
<td>1.51 ± 1.52</td>
<td>0.72 ± 0.64</td>
<td>1.05 ± 0.53</td>
<td>1.20 ± 1.70</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>0.84 ± 0.76</td>
<td>1.31 ± 0.98</td>
<td>0.72 ± 0.54</td>
<td>1.00 ± 1.05</td>
<td>1.00 ± 0.93</td>
</tr>
<tr>
<td>V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.00 ± 0.21</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HF Intervals</th>
<th>RRI</th>
<th>SBP</th>
<th>DBP</th>
<th>PAT</th>
<th>IF1</th>
<th>IF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1</td>
<td>0.48 ± 0.40</td>
<td>1.47 ± 1.13</td>
<td>0.80 ± 0.29</td>
<td>0.42 ± 0.22</td>
<td>0.83 ± 0.77</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td>0.43 ± 0.51</td>
<td>2.06 ± 2.41</td>
<td>0.88 ± 0.54</td>
<td>0.50 ± 0.24</td>
<td>0.87 ± 1.01</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td>0.61 ± 0.57</td>
<td>1.99 ± 2.15</td>
<td>0.86 ± 0.66</td>
<td>0.41 ± 0.31</td>
<td>1.86 ± 2.38</td>
</tr>
<tr>
<td>IV</td>
<td>1</td>
<td>0.23 ± 0.26</td>
<td>1.55 ± 1.48</td>
<td>0.70 ± 0.40</td>
<td>0.40 ± 0.57</td>
<td>1.32 ± 1.52</td>
</tr>
<tr>
<td>V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.32 ± 1.52</td>
<td></td>
</tr>
</tbody>
</table>
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The changes between intervals of frequency-domain parameters (LF and HF) of experiment C1D2 (data normalized by interval I).

<table>
<thead>
<tr>
<th></th>
<th>LF Intervals</th>
<th></th>
<th>HF Intervals</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>III</td>
<td>IV</td>
</tr>
<tr>
<td>RRI</td>
<td>1</td>
<td>0.95 ± 0.65</td>
<td>0.94 ± 0.56</td>
<td>1.79 ± 2.35</td>
</tr>
<tr>
<td>SBP</td>
<td>1</td>
<td>0.88 ± 0.86</td>
<td>0.51 ± 0.18</td>
<td>0.69 ± 0.67</td>
</tr>
<tr>
<td>DBP</td>
<td>1</td>
<td>0.46 ± 0.24</td>
<td>0.40 ± 0.08</td>
<td>0.44 ± 0.29</td>
</tr>
<tr>
<td>PAT</td>
<td>1</td>
<td>1.24 ± 0.77</td>
<td>1.13 ± 0.57</td>
<td>1.13 ± 0.93</td>
</tr>
<tr>
<td>IF1</td>
<td>1</td>
<td>5.61 ± 10.55</td>
<td>2.81 ± 1.91</td>
<td>3.51 ± 4.40</td>
</tr>
<tr>
<td>IF2</td>
<td>1</td>
<td>0.87 ± 0.60</td>
<td>0.75 ± 0.39</td>
<td>0.93 ± 0.70</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>II</td>
<td>III</td>
<td>IV</td>
</tr>
<tr>
<td>RRI</td>
<td>1</td>
<td>0.78 ± 0.64</td>
<td>1.01 ± 1.35</td>
<td>1.52 ± 2.71</td>
</tr>
<tr>
<td>SBP</td>
<td>1</td>
<td>0.79 ± 0.28</td>
<td>0.63 ± 0.43</td>
<td>0.62 ± 0.24</td>
</tr>
<tr>
<td>DBP</td>
<td>1</td>
<td>0.78 ± 0.52</td>
<td>0.51 ± 0.40</td>
<td>0.49 ± 0.27</td>
</tr>
<tr>
<td>PAT</td>
<td>1</td>
<td>0.95 ± 0.80</td>
<td>0.67 ± 0.36</td>
<td>0.56 ± 0.23</td>
</tr>
<tr>
<td>IF1</td>
<td>1</td>
<td>2.85 ± 4.30</td>
<td>1.62 ± 0.89</td>
<td>3.02 ± 3.96</td>
</tr>
<tr>
<td>IF2</td>
<td>1</td>
<td>0.62 ± 0.52</td>
<td>0.70 ± 0.51</td>
<td>0.68 ± 0.47</td>
</tr>
</tbody>
</table>